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Introduction: Facial micro expressions have a significant role in communicating hidden 

emotions, offering profound implications in multiple areas such as psychology, cybersecurity, 

and the study of human-computer interaction. However, recognizing micro-expressions is tough 

because of their transient nature. Furthermore,Micro expressions are significantly shaped by the 

visual characteristics of the face and the interactions among its various sub-regions. Recent 

advances in computer vision have improved self-supervised learning. 

 Traditional CNNs for vision disorders learn only from whole photos or videos and cannot 

consistently distinguish facial micro expressions. Some existing CNN models might  lack 

advanced attention mechanisms to effectively prioritize subtle micro-expression features within 

the complex facial data. They may leading to potential misinterpretation of expressions. 

Objectives: This research offers the Attention Convolutional Gated Recurrent Neural Network 

with RMSProp (ACGRNN- RMSProp) classifier aims to achieve high accuracy and robustness in 

micro facial expression recognition. The attention mechanism sharpens the model's emphasis 

on important facial regions, while convolutional layers gather spatial features, and GRUs 

effectively capture temporal dynamics. The RMSProp optimizer ensures efficient and stable 

training, making this approach well-suited for the complex task of recognizing subtle and fleeting 

micro expressions.. This suggested approach is applied to the FER2013 dataset and compared to 

conventional micro expression recognition baseline methods. 

Methods: The FER2013 dataset is initially loaded and processed. Facial landmarks in this 

dataset are detected using a Multi-Task Cascaded Convolutional Neural Network, after which 

features are extracted from the processed data using EfficientNetB3 and InceptionResNetV2. 

The features obtained from extraction are then fused and subsequently classified using an 

Attention Convolutional Gated Recurrent Neural Network with RMSProp optimization. 

Results:This hybrid model demonstrates exceptional classification performance, achieving 

precision, recall, and F1-score of 94.5% each, along with an accuracy of 96.43%. Furthermore, it 

includes additional metrics such as the Matthews Correlation Coefficient (MCC), Receiver 

Operating Characteristic(ROC) Curve in this field. 

Conclusions:This study showcases enhanced recognition accuracy when compared to a range 

of leading models in the field,eliminated the requirement for system preprocessing procedures 

such as contrast enhancement, gradient operators, or dimensionality reduction for accurate 

results.Leverage the inherent relationships between face identification and other face analysis 

tasks to enhance future performance. 

Keywords: micro-expressions, facial detection, neural network, feature extraction, RMSProp. 
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INTRODUCTION 

Microexpressions (MEs) are fleeting facial expressions that reveal emotions a person attempts to hide. They can 

manifest as either repression (unconscious concealment) or suppression (intentional concealment), typically lasting 

between 1/25 and 1/5 of a second[1].These brief expressions are vital for understanding human behavior, uncovering 

hidden emotions, and are employed in various fields, including security and surveillance. For instance, the U.S. 

Transportation Security Administration's SPOT program[2] trains airport personnel to identify potentially suspicious 

individuals by analyzing their facial expressions and verbal cues.Although humans can be specifically educated to 

detect micro-expressions, the results are frequently very poor [3]. Due to human beings limited capacity for effective 

micro-expression recognition, automated systems that are capable of doing so must be developed. The application of 

computer-based techniques for the identification of micro-expressions is known as automatic micro-expression 

recognition. There are seven distinct ways to express oneself, including via macro- and micro-expressions: sorrow, 

happiness, fear, rage, surprise, disgust, and contempt[4]. 

The primary techniques for micro-expression identification in the past were those based on machine learning, optical 

flow, and local binary patterns (LBP).Typically, they extract features using optical flow or LBP-based techniques, and 

then utilize Support Vector Machine (SVM) classification to categorize them. The predominant baseline feature 

extractor in the majority of databases now in use [5] is LBP with Three Orthogonal Planes (LBP-TOP) [6,7].A 

lightweight representation  known as LBP-SIP was introduced by Wang et al. [8] and its foundation consisted of  

three  intersecting lines that went through LBP-TOP's center point. Moreover, the optical flow field was used by the 

LBP-TOP approach as the primary feature to illustrate the micro-expression motion pattern. Following this, it derived 

additional simplified emotional expressions to create a facial dynamic map (FDM). Both traditional machine learning 

and deep learning techniques are capable of analyzing micro-expressions, with convolutional neural networks 

(CNNs) making significant strides in the field of computer vision recently. It has the potential to be used for the 

purpose of detecting microexpressions.CNN and temporal interpolation were used in the solution provided by Patel 

et al. [9].Khor et al. [10] introduced a neural network with three streams and an enrichment strategy to merge 

different data sources. However, deep learning is rarely used to differentiate micro expressions in comparison to 

standard machine learning. [11].CNN models face challenges related to unbalanced datasets and the necessity for 

more nuanced input features beyond mere video sequences, optical flows, or grayscale images.This study presents a 

technique based on deep learning to accurately identify micro expressions, aiming to address the aforementioned 

challenges. Therefore, the study's contributions may be summarized as: 

• A cascaded multi-task architecture optimizes performance by using intrinsic correlations. This technology 

employs a layered architecture made up of three intricately designed deep convolutional networks.These 

networks are used to anticipate the positioning of faces and landmarks in a gradual and precise manner. 

• From a predetermined reference point, it is crucial to comprehend the differences in the pixel locations of 

the mouth, eyes, and eyebrows. Thus, the Inception of EfficientNetB3+Geometric feature extraction is aided 

by ResNetV2. 

• The proposed model employs a basic proposal loss to maximize feature discrimination and Combining 

CGRNN with a constructive but attention method captures micro-expressions' tiny fluctuations. 

The paper is structured in the following manner. Section II provides the existing approaches. Section III describes 

our suggested technique, which is separated into various section. In Section IV, the experimental findings for the 

algorithm assessment. Finally, Section V brings this work to its conclusion. 

RELATED WORKS 

This section offers a concise overview of facial expressions and subtle micro-expressions. A geometry-aware 

conditional network (GACN) designed for continuous pose-invariant facial emotion recognition and modification is 

outlined in [12]. The network is capable of capturing long-range correlations. The GACN can efficiently perform 

photo editing tasks that are not affected by changes in posture, thanks to the integration of conditional self-attention 

processes that can handle long-range dependencies. For posture-invariant facial expression recognition (FER), in 

[13] , a dual-branch network is developed that employs deep global multi-scale attention and local patch attention to 

mitigate the impacts of self-occlusion and positional shifts. In [21],Emotions can be expressed through various 

mediums such as vocal tone, written communication, and facial expressions. Detecting emotions in text represents a 

content-driven classification task that integrates principles from natural language processing and machine 
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learning.For this research, the GMS-LPA network is comprised of four primary modules: the feature extraction 

module, which includes the local patches attention (LPA) module and the global multiple-scale (GMS) module, along 

with the model-level fusion model, constitutes a comprehensive framework. The double-stream 3D convolutional 

neural network (DS-3DCNN) serves as an advanced deep learning architecture specifically designed for detecting 

video motion events (ME)[14].The recognition architecture uses two 3D-CNN streams. The first video from the 

unprocessed ME dataset is used to extract spatiotemporal features. Within the spatiotemporal domain, the second 

component isolates and captures the changes in facial motions. In order to improve the process of extracting features, 

the little movement that naturally occurs in a moving entity is amplified. The C3DBed[15] model incorporates an 

innovative embedding technique utilizing a three-dimensional convolutional neural network within its transformer 

architecture. A mechanism determines the attention weight of each micro-expression picture area in this model. As 

a result, it is able to accurately identify subtle variations in the facial image and extract reliable local details. Address 

the problems caused by the low-intensity placement of facial muscle activity in local regions, such as model 

complexity and information redundancy. The Lossless Attention Residual Network (LARNet) was compared to many 

cutting-edge micro facial expression algorithms in [16]. However, the main purpose is to explore the segments needed 

to distinguish facial microexpressions. Several CNN-based techniques analyze facial pixels for local-level feature 

extraction. LARNet encodes face spatial and temporal data to extract characteristics from the nose, cheeks, mouth, 

and eyes. For the classification and detection of micro-expressions, a proposed architecture utilizes a three-stream 

fusion of 2D and 3D convolutional neural networks (TSNN) [17].  The models TSNN-IF and TSNN-LF are designed 

to simultaneously automate the learning of spatial and temporal variables. 

Upon examining a few of the most current studies on facial expression identification, it is clear that emotion 

recognition remains a difficult computer vision task with several obstacles. It is evident from recent surveys that 

many novel models have been presented that can even identify emotions from photographs with varied face angles, 

although the majority of classic emotion identification systems can only detect the expression from an image with 

front facial angles. Furthermore, the surveys mentioned above make it abundantly evident that, when examining the 

last five years of data, publishing in the field of emotion recognition is fast growing. 

METHODOLOGY 

Initially, the FER2013 as Data Input are loaded as shown in Fig 1. Facial landmarks from this dataset are identified 

using a Multi-Task Cascaded Convolutional Neural Network. After detection, EfficientNetB3 and 

InceptionResNetV2are adopted for feature extraction. The extracted features are fused and classified using Attention 

Convolutional Gated Recurrent Neural Network(ACGRNN) With RMSProp.  

             

              Fig 1: block diagram for micro facial expression detection 

DATASET DESCRIPTION 

Pierre-Luc Carrier and Aaron Courvill showcased the FER2013 dataset, released by Kaggle, during the 2013 

International Conference on Machine Learning (ICML)[18]. FER-2013 grayscale images are 48 pixels by 48 pixels 

and every face has been classed by emotion. The FER-2013 dataset contains 35,887 micro expressions grouped into 

seven groupings from index 0 to 6. The collection contains 48x48 pixel grayscale face photographs. Faces are 

automatically centered and occupy similar space in each image. Classify each face by emotion: angry, disgusted, 

afraid, happy, sad, surprised, neutral. Public test set has 3,589 samples, training set 28,709 occurrences.Samples  of 

the dataset with different types of expressions is shown in below Fig 2 
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           Fig 2: Samples of the dataset of different types of expressions 

FACE IDENTIFICATION USING A MULTI-TASK CASCADED CONVOLUTIONAL NEURAL NETWORK 

Multi-task Cascaded Convolutional Networks (MTCNN) is a framework based on deep learning that simultaneously 

addresses both face detection and the localization of facial landmarks.The system utilizes a three-tiered cascaded 

structure of meticulously crafted convolutional neural networks to predict face bounding boxes and the locations of 

facial keypoints, such as the eyes, nose, and mouth, in a progressively refined approach. 

MTCNN is structured as a sophisticated deep learning framework that integrates three convolutional neural networks 

in a cascaded manner, as illustrated in Figure 3.The Proposal Network (P-Net), Refine Network (R-Net), and Output 

Network (O-Net) work in tandem to enhance face detection. P-Net efficiently produces a multitude of potential face 

bounding boxes from the input image,which are then refined using Non-Maximum Suppression (NMS) to combine 

highly overlapping areas.R-Net takes the candidate bounding boxes provided by P-Net, discards a large portion of 

non-face boxes, and then applies Non-Maximum Suppression (NMS) to combine the remaining bounding 

boxes.Finally, O-Net outputs the locations of five facial keypoints. The output from each layer is adjusted to 

incorporate face classification, bounding box regression, facial landmark localization, and head pose estimation, 

allowing MTCNN to simultaneously execute face detection, face alignment, and head pose estimation. 

This model feature descriptor is mainly composed of three key elements: a classifier for distinguishing between faces 

and non-faces, a bounding box regression mechanism, and a system for localizing landmarks.  

  𝐿𝑖
𝑑𝑒𝑡  =  − (𝑦𝑖

𝑑𝑒𝑡 𝑙𝑜𝑔(𝑝𝑖)  + (1 − 𝑦𝑖
𝑑𝑒𝑡) (1 − log(pi))) , where 𝑦𝑖

𝑑𝑒𝑡  {0,1} (1) 

The formula outlined above defines a cross-entropy loss function utilized in face classification, where 𝑝𝑖 signifies the 

probability of a face, and 𝑦𝑖
𝑑𝑒𝑡represents the actual label for the background. 

                                                   𝐿𝑖
𝑏𝑜𝑥 = ‖ӯ𝑖

  𝑏𝑜𝑥 − 𝑦𝑖
𝑏𝑜𝑥‖

2
2
, 𝑤ℎ𝑒𝑟𝑒 𝑦𝑖

𝑏𝑜𝑥  ∈ ℝ4 (2) 

The equation above represents the regression loss computed using Euclidean distance, where ӯ𝑖  is the predicted 

output from the network, and y refers to the actual coordinates of the background, represented as a quadrilateral 

(upper left x, upper left y, width, height). 

The equation presented above illustrates the regression loss calculated using Euclidean distance, with ӯ𝑖  denoting 

the network's predicted output and y indicating the actual coordinates of the background, which are represented as 

a quadrilateral defined by the upper left corner (x, y), width, and height. 

   𝐿𝑖
𝑙𝑎𝑛𝑑𝑚𝑎𝑟𝑘= ‖ӯ𝑖        

   𝑙𝑎𝑛𝑑𝑚𝑎𝑟𝑘 − 𝑦𝑖
𝑙𝑎𝑛𝑑𝑚𝑎𝑟𝑘‖

2
2

 ,where 𝑦𝑖
𝑙𝑎𝑛𝑑𝑚𝑎𝑟𝑘  ∈ ℝ10 (3)  

Just like in bounding box regression, we calculate and minimize the Euclidean distance between the predicted 

landmark positions and their actual coordinates. In this context, ӯ denotes the coordinates predicted by the network, 

whereas y represents the true landmark coordinates. Given that there are five landmarks, each with two coordinates, 

the ground truth y forms a ten-element tuple. The training process incorporates multiple input sources, which are 

configured as follows: 

                      min ∑ ∑ 𝛼𝑗𝛽𝑖
𝑗

j∈ {det,box.landmark}
𝑁
i=1 𝐿𝑖

𝑗
              (4) 
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      𝛽𝑖
𝑗
∈  {0,1}                                      (5)  

                P −  Net 𝑅 − Net(αdet = 1, αbox = 0.5, αlandmark = 0.5) (6) 

            O − Net (αdet = 1, αbox = 0.5, αlandmark = 1)               (7) 

The primary goal of the training process is to reduce the objective function, where NN signifies the number of training 

samples, 𝛼𝑗represents the importance weight assigned to each task, 𝛽𝑖
𝑗
denotes the sample label, and   𝐿𝑖

𝑗
corresponds 

to the specific loss function previously defined for each task. 

    

                                                Fig 3:MTCNN-based face feature detection 

In Fig 3, the MTCNN establishes a mapping function that transforms face images into a lower-dimensional Euclidean 

feature space, where the spatial distances between feature vectors directly correlate with a measure of facial 

similarity. In this space, images of the same person are mapped to feature vectors that are close together, while images 

of different individuals are mapped to distant feature vectors. Once this mapping function is learned, the subsequent 

face recognition task becomes straightforward, as the similarity between faces can be directly inferred from their 

distances in the feature space. 

FEATURE EXTRACTION 

This research analyzes geometric characteristics using two methods: EfficientNetB3 and InceptionResNetV2[20]. 

Both methods employed facial landmark detection. As shown in Fig 4, this application uses the histogram of oriented 

gradients (HOG) face detector to create a 68-point model of a face's form, brow, eyes, nose, and mouth. In compared 

to previous face detection methods, this facial landmark detection achieves great speed and accuracy.The steps 

involved in feature extraction is shown in below Fig 4. 

 

 

 

 

 

       

Fig 4:steps involved in feature extraction 
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EFFICIENTNET-B3 

In 2019, Google introduced the EfficientNet architecture at the International Conference on Machine Learning 

(ICML), which is a convolutional neural network (CNN) that utilizes an innovative structural methodology (Tan & 

Le, 2019). Convolutional Neural Networks (CNNs) are widely acknowledged as a highly effective subset of deep neural 

networks, especially renowned for their capabilities in processing and analyzing images.The structure of a CNN 

consists of input and output layers, with several intermediate layers, often called hidden layers, located in between.A 

CNN typically consists of three main types of intermediate layers: convolutional layers, pooling layers, and fully 

connected layers. 

The convolutional layer is responsible for generating an activation map through the application of filters to the input 

data via addition and multiplication operations. In this stage, key features are extracted from the data, and then a 

pooling layer reduces the data's dimensionality by subsampling it nonlinearly, thereby simplifying the output 

(Stanford.edu, 2018). The fully connected layer converts the output from the previous layer into a one-dimensional 

array, ensuring complete interconnectivity among all neurons in the subsequent layer.A fully connected layer 

typically comes before the classification layer, which serves as the final layer in a convolutional neural network (CNN). 

To enhance computational performance, the depth of CNN architectures has been progressively increased; however, 

improvements in accuracy plateaued after a certain threshold. The EfficientNet-B3 model significantly outperforms 

other CNN architectures by achieving higher success rates without necessitating increased depth. A notable aspect of 

this architecture is its compound scaling method, which improves not only the depth but also the breadth and 

resolution metrics (Tan & Le, 2019). 

Figures that compare the proposed architecture with various CNN models demonstrate that EfficientNet (Tan & Le, 

2019) outperforms its counterparts while utilizing a smaller number of parameters. The EfficientNet family consists 

of eight models, ranging from B0 to B7, with each successive model demonstrating enhanced accuracy. The chosen 

model for this research is EfficientNet-B3 (300x300) (Tan & Le, 2019), due to its input size being closely aligned with 

that of the Inception-ResNet-V2 architecture (299x299) (Szegedy et al., 2017), allowing for a resolution effect 

comparison to be disregarded. 

Distinct from the B0 model, the EfficientNet-B3 model, which has an input size and parameter count of 12M 

compared to B0's 5.3M, features seven blocks, each with varying numbers of mobile inverted bottleneck convolutions 

(MBConV).Throughout the training phase of the EfficientNet-B3 model, a range of parameters was employed, 

ultimately identifying the most effective values. The Adam optimization algorithm was utilized with a learning rate 

of 0.0001, a batch size of 16, and binary cross-entropy designated as the loss function,the sigmoid function was 

utilized as the activation function in the final layer of classification. Additionally, 10-fold cross-validation was 

implemented throughout the training process. 

INCEPTION-RESNET-V2 

The Inception-ResNet-V2 architecture, introduced by Szegedy et al. in 2017, integrates the Inception architecture 

with residual connections and has been trained on more than one million images sourced from the ImageNet 

database(n.d.). This CNN model features a depth of 164 layers and benefits from rich feature representations across 

various images, attributed to the diverse training dataset.The model processes input images with dimensions of 

299x299 pixels. Figure 5 depicts the core architecture of Inception-ResNet-V2 (Szegedy et al., 2017) prior to the 

fusion stage.In the Inception-ResNet-V2 architecture, multi-dimensional convolution filters are combined with 

residual connections, effectively minimizing the distortions typical of deep networks while also shortening the 

training duration. 

The training parameters selected for the Inception-ResNet-V2 model were similar to those employed in the 

EfficientNet-B3 model. The Adam optimization algorithm was utilized with a learning rate set to 0.0001 and a batch 

size of 32.The loss function utilized was binary cross-entropy, and the final classification layer employed the sigmoid 

function as its activation function. Additionally, 10-fold cross-validation was implemented throughout the training 

process. 
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FUSIONING OF FEATURES 

In Fig 5,once the features have been extracted, the issue of how to combine the K feature representations remains 

unanswered. Inspired by the feature fusion approach described in reference [19],we employ element-wise summation 

to incorporate all properties specific to the expression. Alternatively, individual qualities of the expression may be 

combined to create a unified feature vector. In addition, we analyze concatenation as a fusion function. Based on our 

testing results, element-wise summing outperforms concatenation in this scenario. The rationale for this outcome 

may be elucidated as follows: (1) Concatenation adds features but not distinctness for all classes. (2) Performing 

summation on an element-wise basis accelerates training and enhances the flow of gradients. (3) Summarization 

enhances important information in each dimension. Hence, the consolidated feature representation 𝑧′  for 𝑥   is 

defined in the following manner 

                   z′ = ∑ zk
∗K

k=1  

                      

Fig 5:Utilizing a combination of EfficientNet-B3 and Inception-ResNet-V2 for enhanced feature extraction 

The kth expression-specific detector's sample expression is represented by zk
∗ .  The polished feature, obtained from 

the expression, is forwarded to the final classification module, composed of two interconnected layers. An initial fully 

connected layer is succeeded by a dropout layer with a probability of 0.5 to mitigate the risk of overfitting. The output 

of the last fully connected layer is activated by a softmax function, and we utilize Lcls the standard softmax cross-

entropy loss for classification purposes. 

Lcls(φ; y) = −ylog(yˆ) 

In this context, the variable y denotes the ground truth label vector, which corresponds to the one-hot vector for the 

sample x.The variable  reflects the prediction probabilities associated with the sample x, denoted as 

, where K is the number of micro-expression categories.  

The variable yˆ represents the predicted probabilities linked to the sample x, indicated as yˆ =  [yˆ1, yˆ2, . . . , yˆK], with 

K signifying the number of micro-expression categories.       

ATTENTION CONVOLUTIONAL GATED RECURRENT NEURAL NETWORK FOR CLASSIFICATION 

In Fig 6,this hybrid model incorporates an attention-gated layer, a max-over-time pooling layer, and a convolutional 

layer to effectively process the input matrix, along with a fully connected layer that incorporates dropout and 

produces softmax outputs. Let's use a 7-by-7-pixel, 4-dimensional image for illustration.The first convolutional layer 

using 2 or 3 window size convolution kernels. However, the attention gated layer convolution layer uses convolution 

kernels with 1 or 3 feature windows. 
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Fig 6: Architecture of ACGRNN 

The i-th pixel's d-dimensional word vector is 𝑒𝑖 ∈ 𝑅
𝑑. A pixel-n input embedding matrix is 

E1:n = [e1, e2, … , en]
T 

Where, 𝐸1:𝑛 ∈ 𝑅
𝑛𝑥𝑑 

A window of h pixels is subjected to a convolution kernel 𝑊 ∈  𝑅ℎ𝑥𝑑  in the first convolutional layer in order to 

generate a new feature. A totally abstract characteristic 𝑐𝑖 ∈  𝑅  is derived from a set of pixels  𝐸𝑖:𝑖+ℎ−1' 

ci = f(g(W × Ei:i+ℎ−1) + b) 

where f(.) represent a non-linear activation function, g(.) denote the summation of all elements in a matrix, b∈R 

represent a bias term, and × indicate the element-wise product of matrices. The convolution kernel produces multiple 

kernels by moving across the input sentence matrix and applying them to each word window within the phrase 

{E1:ℎ , E2:ℎ+1,…En−ℎ+1:n}.An attention-gated layer comprises both a convolutional layer and a gating mechanism.The 

attention weight matrix is formed by applying a convolution kernel VϵRk×1 to each context feature cj(j = 1,2, … n −

ℎ + 1) in the feature map, using a window size of k. 

A = [a1, a2, … an−ℎ+1]
T 

Theorem 1. The attention weight element  𝑎𝑘(𝑗 = 1, . . 𝑛 − ℎ + 1) in matrix A is represented as: 

aj =

{
 
 

 
 g [V × C

j−
k−1
2
.j+
k−1
2

] (j = 1,2… . n − ℎ + 1 wℎen k is odd

g [V × C
j−
k
2
+1.j+

k
2

] (j = 1,2… . n − ℎ + 1 wℎen k is even

 

Where 𝑎𝑗 ∈ 𝑅 and 𝐴 ∈ 𝑅(𝑛−ℎ+1)𝑥1.   𝐶
𝑗−

𝑘−1

2
.𝑗+

𝑘−1

2
 
and   𝐶

𝑗−
𝑘

2
+1.𝑗+

𝑘

2

 represent the context characteristics of 𝐶𝑗. 

Proof: For a 1D convolution with a kernel height of k and a stride s of 1, the number of padding pieces required on 

the input, given an input height of H, is  

pneed = (
H

s
− 1) × s + k − H 

Following this, a max-over-time pooling operation is applied to each feature map to generate the output O,that 

captures the most significant abstract characteristics associated with multi-grained attentions. These outputs are 
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then concatenated together. The second-to-last layer consists of these characteristics and is passed via the dropout 

layer before being fed into the fully linked softmax layer. The “root mean square propagation” (RMSProp) technique 

is another term for an advanced AdaGrad modification that controls the learning rate at a rapid decline level. It is 

frequently compared to the Adadelta approach. Despite this, the Adadelta method unquestionably uses the RMSProp 

method of parameter changes carried out in the rule of numerator’s updating. 

RESULTS AND INTERPRETATIONS 

The efficacy of the proposed approach for accurately identifying was evaluated by a classification test and k-fold 

cross-validation. The suggested model was trained and tested using all images in k-fold cross-validation, in which all 

data samples were arbitrarily split into k groups. For testing, one-fold was utilized, While k − 1 folds were utilized for 

training, this process should be repeated for the remaining k − 1 folds.This study employs the concepts of False 

Positive (FP), False Negative (FN), and 10-fold cross-validation. The classification performance was evaluated by 

measuring the area under the curves for accuracy, precision, sensitivity, specificity, f1-score, and MCC. 

Fig 7 shows the confusion matrix for features used in ACGRNN-RMSProp testing, with rows representing the 

predicted class and columns representing the actual class of data relevant to micro facial expression identification. 

The crosswise colors reflect the testing networks that were appropriately and erroneously classified. The column on 

the right displays each anticipated class, while the row below depicts the execution of each actual class. 

    

 Fig 7: confusion matrix of ACGRNN- RMSProp for testing 

             

Fig 8: Performance of precision-recall curve of testing ACGRNN- RMSProp 
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Fig 8 depicts the precision-recall curve for testing ACGRNN-RMSProp, The horizontal and vertical directions reflect 

the false positive rate and the genuine positive rate, respectively. During the procedure, the AP achieves the maximum 

AP of 0.9893 for fear, 0.9923 for surprise, and 09849 for contempt. 

        

Fig 9: ROC curve of ACGRNN- RMSProp for testing 

Fig 9 depicts a ROC curve for evaluating ACGRNN-RMSProp,the horizontal axis represents the false positive rate, 

while the vertical axis indicates the genuine positive rate.During the process the AUC achieves maximum range of 

0.9978 for surprise, 0.9981 for disgust, and 0.9931 for anger. 

                    

Fig 10: confusion matrix of ACGRNN- RMSProp for training 

Fig 10 shows the confusion matrix for features trained for ACGRNN-RMSProp, with rows representing the predicted 

class and columns representing the actual class of data important to predicting microfacial expression detection. The 

crosswise colors reflect the testing networks that were appropriately and erroneously classified. The column on the 

right represents each projected class, but the row below illustrates the execution of each actual class. 

               

Fig 11: Analysis of precision-recall curve for training 
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Fig 11 depicts the precision-recall curve for training ACO_1DCNN,the horizontal axis represents the false positive 

rate, while the vertical axis indicates the genuine positive rate.During the procedure, the AP achieves highest value 

of 0.9924 for astonishment, 0.9849 for surprise, and 0.977 for anger.   

 

Fig 12: ROC curve of ACGRNN for training 

Fig 12 depicts a ROC curve for training ACGRNN-RMSProp, The horizontal and vertical directions reflect the false 

positive rate and the genuine positive rate, respectively. During the process the AUC obtains the higher value of 

0.9992 for disgust, 0.9962 for happiness and 0.9979 for surprise.   

Table 1. Performance of Proposed ACGRNN- RMSProp for testing and training    

 

 

 

 

 

Table 2. Performance of  existing and proposed methods 

    

 

 

 

 

 

 

 

CONCLUSION 

This research presents an innovative multi-task cascaded CNN framework designed for concurrent face identification 

and alignment, demonstrating superior performance compared to existing techniques on the FER2013 benchmark 

dataset for facial expression recognition.By combining these tasks, we remove the necessity for preliminary processes 

such as contrast enhancement and dimensionality reduction, resulting in improved accuracy and efficiency in facial 

expression recognition. Our model showcases enhanced recognition performance when compared to several leading 

models in the field.We propose to leverage the inherent relationship between face identification and other face 

analysis tasks to further enhance performance in future work.This study aims to create a unified framework for face 

identification and alignment through a cascaded CNN architecture. Experimental findings from the FER2013 dataset 

highlight the effectiveness of our method compared to current techniques.Our method eliminates the need for 

Parameters Testing Data (%) Training Data (%) 

Accuracy 0.9643 0.968 

Precision 0.9457 0.9536 

sensitivity  0.9381 0.9447 

specificity  0.9906 0.9914 

F-score  0.9415 0.9487 

MCC 0.9324 0.9404 

Metrics/methods GACN [12] DS-3DCNN 

[14] 

ACGRNN 

Accuracy (%) 
95 91 96.43 

Precision (%) 
93 89 94.57 

sensitivity (%) 
92.3 87.2 93.81 

specificity (%) 
98 93.1 99.06 

F-score (%) 
92.4 93 94.15 

MCC (%) 
90 83.2 93.24 
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complex pre-processing, leading to improved efficiency and accuracy in face expression recognition.Future research 

will explore the synergistic relationship between face identification and other facial analysis tasks to improve overall 

performance. 
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