
Journal of Information Systems Engineering and Management 
2025, 10(8s) 

e-ISSN: 2468-4376 

  

https://www.jisem-journal.com/ Research Article  

 

Copyright © 2024 by Author/s and Licensed by JISEM. This is an open access article distributed under the Creative Commons Attribution License which 

permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited. 

Recent Advances in E-commerce Recommendation 

Optimization A Comprehensive Review 

Ekta Dalal 1, Dr. Parvinder Singh 2 
1, 2 Deenbandhu Chhotu Ram University of Science and Technology, Computer Science and Engineering. Sonipat, India. 

1ekta.dalal@gmail.com , https://orcid.org/0000-0001-8399-0764 

2parvindersingh.cse@dcrustm.org , https://orcid.org/0000-0001-6741-9859 

ARTICLE INFO ABSTRACT 

Received: 18 Oct 2024 

Revised: 10 Dec 2024 

Accepted: 20 Dec 2024 

 

E-commerce recommendation systems are critical for elevating the customer experience, making more sales, 

and driving loyalty. With developments in artificial intelligence (AI) and machine learning (ML), there has 

been the capability of addressing some of these long-known issues, such as sparse data, cold-start problems, 

and computational complexity in such systems. This review discusses recent advances in AI-driven 

recommendation techniques, including deep learning models that improve accuracy, scalability, and 

personalization through user-item interaction data, sentiment analysis, and advanced optimization 

strategies like metaheuristics and hybrid approaches. Notable advancements include fine-tuned BERT 

models, GNN, and contextual bandits, which effectively address traditional challenges in recommendation 

systems. Moreover, the integration of emerging technologies such as AI-based sentiment analysis, cloud 

computing, and blockchain is paving the way for future innovation in this field. However, this comes with 

great challenges in terms of high computational demand, algorithmic bias, and poor adaptability for smaller 

e-commerce platforms. There is an increasing need for ethical considerations, particularly on the issues of 

fairness, bias mitigation, and explainability, in the development of transparent and responsible systems. This 

paper emphasizes the interdisciplinary approach toward developing ethical, efficient, and adaptive 

recommendation systems that meet the demands of dynamic online environments and the evolving 

preferences of users. 

Keywords: E-commerce Recommendation Systems, Machine Learning Optimization, Deep Learning 

Models, Personalization and Scalability, Ethics and Fairness in AI. 

 

INTRODUCTION 

In recent years, recommendation systems have emerged as one of the most influential tools in e-commerce and are 
contribute to improving the overall satisfaction of customers, their retention, and increased sales [1]. They work as 
individual advisers that help customers navigate through immense product offerings and provide suggestions that 
match their interest and action. Its attraction is in its ability to suggest to users what they might be interested in 
buying or looking at next: timely, useful and enlightening [2]. A whole concept of recommendation systems has 
proven to be very effective through the success stories of giants such as Amazon and Netflix. This is an interrogation 
of how recommendations constituted a large percentage of sales in Amazon, which transformed the ordinary users 
into potential customers [3]. Likewise, Netflix sustains itself and strongly positions it in front of streaming goliaths 
like Amazon, Hulu, and HBO through a stunning recommendation algorithm that makes users hooked on Netflix 
without them changing their platform often [4]. These systems also have goals beyond increasing sales; they improve 
experience for the user to reduce time needed to make the decision on what to look for, or what product or content, 
they desire. Since recommendation systems encourage a focus on the personalization and relevance, businesses 
develop better customer relations with the public [5]. With growing e-commerce, it is evident that recommender 
systems will keep rising in value due to the enhancing trends of individualized and productive consumption. 
However, increasing the effectiveness of these algorithms brings several difficulties, such as those arising from data 
quality, scalability, and reasonable recommendations. It is crucial for companies that want to use such systems as a 
marketing and competitive edge, to fully understand their capabilities and constraints [6]. 

As useful as recommendation systems may seem, they have numerous problems that make them difficult to 
implement and use [7]. To realize their true potential to meet e-commerce challenges, these enablers need to be 
addressed [8]. One of the main challenges – Data Sparsity – results from the relative scarcity of user-item 
interactions. Recommendation algorithms struggle with new users or products because there isn’t enough data to 
draw from in order to give recommendations. It also leads to the “cold-start” issue which can be a major cause of 
concern for system’s scalability and personalization capabilities [9]. Another big issue is scalability, which becomes 
an issue whenever an e-commerce has to manage such big datasets containing millions of users and products [10]. 
Real-time recommendation generation requires a tremendous amount of processing power, as well as algorithms 
which can learn and analyze data quickly [11]. Such requirements are difficult to address with traditional approaches 
and thereby create the need for new optimization procedures. Personalization is still the key aspect of interacting 
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with users but enhancing it, generalization of the application needs to be provided with individual user needs into 
account [12]. On one hand, more specific recommendations can create high levels of user engagement but on the 
other hand, generic responses cause disinterest. Balancing is a delicate issue which is dependent on user 
characteristics, setting features, and changing patterns [13]. Moreover, issues of equality and ethics as they apply to 
the recommendations being offered are also being considered. When algorithms are trained on past data, it is quite 
likely that learned parameters contain some level of inherent bias which in turn can unfairly penalize or reward 
certain user categories or products [14]. Minimising the risk of systematic errors in the recommendation process is 
important to check user bias and adherence to the new regulations launched in the future. Meeting these requires 
ongoing creating and implementation of new complex approaches such as neural networks and reinforcement 
learning and graph-based models to improve scalability and fairness in the recommendation systems [15]. 

The latest researches in AI and ML are characterised by unique features that facilitated solution of some of the 
significant and persistent problems of recommendation systems and pioneered high-degree of accuracy, scalability 
and personalisation. ML is now revolutionizing a number of aspects in e-commerce to change how recommendations 
are made and produced. Recommendation systems today cannot be discussed without the use of DL. This study is 
aimed at providing a detailed literature review of important recent developments in e-commerce recommendation 
optimization. It discusses the novel uses of DL structures such as RNNs, CNNs, transformers, and graph models 
together with reinforcement learning and optimization. In addition, potential trends such as sentiment analysis using 
Artificial Intelligence, Contextual Bandits, and Recommendation systems using Blockchain Frameworks are explored 
in details to discover how they can effect radical changes in the recommendation systems. Hence, considering the 
drawbacks that are outlined in today’s approaches and dealing with the problems that remain pertinent in the course 
of the recommendation system evolution, this work is intended to contribute to the creation of the methods for the 
following generation recommendation systems. Such systems should also not compromise the values of ethical 
principle, transparency and most importantly user trust besides improving the issues of accuracy and scalability. This 
review highlights the need to adopt a multi perspective in enhancing recommendation approaches for the dynamic 
e-commerce environment. Main objectives of the study are:  

• To evaluate the effectiveness of advanced ML techniques, including DL and reinforcement learning, in 
addressing traditional challenges like data sparsity and scalability in e-commerce recommendation systems. 
• To analyse optimization strategies such as metaheuristics, hyperparameter tuning in enhancing the 
personalization, accuracy, and adaptability of recommendation systems. 
• To explore the integration of fairness and ethical considerations, including bias reduction and explainability, 
in the design and deployment of recommendation systems. 

Research Questions: 

1. How do advanced AI techniques, such as neural networks and reinforcement learning, overcome key 
challenges like data sparsity and scalability to improve the performance of e-commerce recommendation systems? 
2. What optimization strategies are most effective in improving the accuracy, personalization, and scalability of 
recommendation systems? 
3. What are the current ethical challenges in recommendation systems, and how can fairness, transparency, 
and explainability be integrated into their optimization frameworks? 

2. RESEARCH METHODOLOGY 

This study takes on a systematic literature review (SLR) approach for evaluating developments in e-commerce 
recommendation optimization. The systematic process for this review involves searching for, filtering, and 
aggregating academic and industrial literatures toward the desired goal of this study. A subset of sources used is that 
of well-known databases including Scopus, Springer, IEEE Xplore, and Elsevier. The selection emphasized peer-
reviewed studies published between 2004 and 2024 with focus on topics such as ML, DL, and hybrid models in the 
application of recommendation systems. Having carefully critiqued both the methodology and contextuality of these 
articles, this review highlights what are seen to be central trends, problems, and innovative perspectives with a vision 
for future research advancement. 

2.1 Selection Criteria 

The selection criteria ensured the entry of studies directly contributing to optimal e-commerce recommendation 
systems, with a focus on improvement accuracy, scalability, or personalization, especially within dynamic and high-
scale environments. Only peer reviewed studies published between the years 2004 and 2024 were considered. 
Further, research works focusing upon ML, DL, graph-based, or hybrid models were preferred as a priority. Further, 
studies that have addressed issues such as cold-start, data sparsity, or algorithmic fairness were also considered. 
Exclusion criteria included non-English articles, inaccessible full texts, and grey literature without bibliographic 
details. This strict approach would ensure that only high-quality and relevant publications were selected, thereby 
enabling a comprehensive understanding of trends and advancements in recommendation systems. 
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2.2 Data Sources 

It conducted research using a broad range of academic and industry-based sources in order to provide a holistic 
overview of e-commerce recommendation systems. This study searched the major databases Scopus, Springer, 
Elsevier, and IEEE Xplore to access relevant peer-reviewed articles and conference proceedings. Further industry 
information was also obtained from the International Data Corporation's reports and Gartner market analyses. 
Context-specific datasets from sources such as Amazon and Netflix give practical examples of how these systems can 
be applied in real-life applications. Specialized sources include journal issues in artificial intelligence, data science, 
and e-commerce optimization. Trade and white papers, in combination with conference proceedings, filled in the 
gaps and recorded emergent trends and innovation practices in ML-based recommendation systems. 

2.3 Inclusion and Exclusion Criteria 

The inclusion criteria ensured to have only the best quality relevant studies and therefore focused on journal articles 
and conference proceedings from Scopus, Springer, Elsevier, and IEEE Xplore reputable databases. The topmost 
priority was given to those studies exploring ML, DL, and hybrid models to resolve data sparsity, cold-start issues, 
and scalability issues with publication within the period of 2004–2024. Articles had to be in English and allow full-
text access. The exclusion criteria excluded grey literature, non-peer-reviewed studies, articles not in English, articles 
where the full text was not accessible, and publications prior to 2004 or outside of the topic of e-commerce 
recommendation systems and the inclusion and exclusion criteria is mentioned in Table 1. This led to a concentrated 
and highly relevant dataset for analysis. 

Table 1: Inclusion and Exclusion Criteria 

Criterion Inclusion Exclusion 

Accessibility Full-text articles Papers without full-text access 

Language English Non-English publications 

Publication Period 2004–2024 Prior to 2004 or grey literature 

Relevance Recommendation systems in e-commerce Studies unrelated to the field 

 

2.4 Systematic Review Process 

The systematic review process followed the PRISMA framework in order to ensure methodological rigor and 
transparency. Initial database searches and manual journal and conference proceedings scanning identified 250 
records. After excluding 30 duplicates, the remaining 220 studies were screened based on their titles and abstracts; 
130 irrelevant studies were excluded. The remaining 90 full-text articles were reviewed for methodological rigor and 
relevance, of which 46 studies were included. Those studies were synthesized for qualitative analysis on the advances 
in the optimization of e-commerce recommendation. The PRISMA flow diagram in Fig. 1 details this multi-stage 
process in how duplicates and irrelevant studies are systematically filtered out. This approach ensured that the final 
dataset included only high-quality, peer-reviewed articles of direct relevance to the research objectives. 
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Fig. 1. PRISMA Framework 

2.5 Search Results 

The search strategy was formulated to capture all the advancement in e-commerce recommendation systems 
comprehensively. Primary databases that include Scopus, IEEE Xplore, Springer, and Elsevier were utilized in 
identifying peer-reviewed journal articles and conference papers. Keywords such as "recommendation system 
optimization," "Machine Learning in e-commerce," and "Deep Learning recommendation models" guided the search. 
Boolean operators and advanced filtering techniques ensured precise results. In addition, industry reports from 
Gartner and Accenture, as well as datasets from e-commerce leaders, such as Amazon and Netflix, offered contextual 
information. Manual searches of specialized journals for AI, data science, and e-commerce enriched the dataset even 
further. Conference proceedings, white papers, and trade publications captured the emerging trends. Out of 250 
records initially identified, 220 were screened on the basis of relevance of the title and abstract, and 90 were finally 
evaluated for full-text. In total, 46 studies were included in the review, giving an overall understanding of techniques, 
challenges, and trends in the optimization of recommendation systems. This systematic search process guaranteed 
that all relevant perspectives are included in the analysis. 

3. LITERATURE REVIEW 

3.1 Advancements in E-commerce Recommendation Systems 

E-commerce recommendation systems have taken significant strides in the recent past by using sophisticated 
methods of machine learning and artificial intelligence to enhance accuracy and personalization. Traditional CF 
methods, although widely used suffer from issues like data sparsity and untrustworthy similarity information. Anitha 
and Kalaiarasu [16] emphasized the integration of SVM along with IACO for parameter optimization, which, in turn, 
enhanced the quality of recommendations. Their two-step approach—the first was a classification of user feedback 
through an SVM-IACO algorithm, followed by CF on positive feedback—helped simplify the approach, cutting down 
computational overhead and increasing efficiency. Similarly, Messaoudi and Loukili [17] have proved that deep 
neural collaborative filtering works efficiently, yielding precision and recall of 0.85 and 0.78, respectively, while 
underlining the need for machine learning to solve traditional challenges such as cold-start problems and scalability. 

Further developments include novel methods to address various user needs. Khatter et al. [18] introduced a hybrid 
recommendation system that integrates both collaborative filtering and textual clustering to serve new and old users. 
Their model offered the appropriate recommendations by considering user behavior and product descriptions, 
ensuring the model was both representative and accurate. Fu and Ma [19] handled sparsity in data and drift in user 
interest through a combination of content-based and collaborative filtering methods. Their user interest model 
combined both actual and latent interests. This helped increase personalization as well as diversity. The experiments 
proved that their approach outperformed the existing approach in real-time applications. Yang [20] built a logistics 
recommendation system based on collaborative filtering in cross-border e-commerce, which aimed to optimize 
international logistics mode selection, weighing cost efficiency and operational challenges. This study pointed out 
that recommendation systems play an important role in enhancing customer experience but also helping in 
simplifying logistical complexity in e-commerce. 
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The recommendation studies presented herein demonstrate the significant ability of these systems to reshape e-
commerce. From their beginning, solving foundational challenges of integrating advanced techniques such as SVM-
IACO, DL, and hybrid models, it is clear how personalized recommendation research is on the verge of continuous 
developments and refinement to the modern needs of businesses adapting in fluid ways to global markets and 
fluctuating user preferences. 

Table 2. Advancements in E-commerce Recommendation Systems 

Reference Method Advantage Limitation 

Anitha & 
Kalaiarasu 
[16] 

SVM + IACO for CF Enhanced recommendation 
accuracy by optimizing SVM 
parameters, reduced content size for 
better efficiency. 

Limited scope of testing, may not 
generalize well to all types of e-
commerce platforms. 

Messaoudi & 
Loukili [17] 

Deep Neural 
Collaborative Filtering 

High precision, recall, and 
engagement, improving user 
engagement and personalized 
recommendations. 

Challenges with data quality, 
scalability, and adapting to large-
scale data. 

Khatter et al. 
[18] 

Model-based 
Collaborative Filtering 
with Textual 
Clustering 

Addresses lack of initial user ratings, 
improves recommendation 
accuracy, and provides relevant 
suggestions for new and existing 
users. 

Limited by the quality of textual 
clustering analysis and may not 
cover all user preferences. 

QAFu & Ma 
[19] 

Hybrid Content-Based 
and Collaborative 
Filtering with K-
means clustering 

Overcomes data sparsity and user 
interest drift, improving real-time 
recommendations and diversifying 
user interest models. 

Requires large data sets and 
might struggle with fast-evolving 
user preferences. 

Yang [20] Collaborative Filtering 
for Logistics Mode 
Selection 

Optimizes logistics mode selection 
for cross-border e-commerce, 
enhancing operational efficiency 
and cost-effectiveness. 

Limited to logistics-related 
applications, and the approach 
may not fully apply to product-
based recommendations. 

 

The Table 2 shows most recent developments in e-commerce recommendation systems rely on varied techniques for 
accuracy, personalization, and efficiency. The technique used includes SVM with IACO, deep neural collaborative 
filtering, and hybrid models, which address data sparsity, scalability, and user engagement issues. However, the 
problems associated with testing scope, quality of data, and adaptation of preferences or specific domains do exist. 

3.2 AI-Powered Personalization and Filtering in E-Commerce: Trends and Challenges 

The rapid growth in global markets and financial transactions has brought into focus the importance of personalized 
recommendation systems in e-commerce. According to Hussien et al. [21], scalable, reliable, and user-friendly e-
commerce systems require robust design methodologies. The Internet revolution has transformed business 
operations as platforms can now cater to diversified consumer needs. Recommender systems, especially CF 
techniques, have played a very important role in enhancing efficiency and user engagement through customized 
recommendations according to the preferences of the customers. Personalized recommendation technology, which 
is a part of e-commerce, resolves the issue of information overload generated by the wide range of product offerings. 
As indicated by Necula and Păvăloaia [24], these systems are combined with AI and blockchain, as well as augmented 
reality technologies, for the betterment of the consumer experience. Although these algorithms are promising, many 
of the existing ones still need improvement in terms of accuracy and efficiency, particularly in areas like e-commerce. 
According to Messaoudi and Loukili [22], AI-driven personalization can be seen as an area where understanding 
consumer behaviour can be improved by ML algorithms to predict preferences and facilitate interaction through 
chatbots and virtual assistants. This can further help optimize inventory management and tailor the shopping 
journey. 

The advancement in the field of AI has introduced improved techniques to enhance the correctness of 
recommendations and customer engagement. Gayam [23] examines the theoretical and applied perspectives of 
collaborative and content-based filtering, with a special attention paid to hybrid methods that connect these two 
approaches. There has been an adoption of deeper models like RNNs and CNNs, which gives platforms the ability to 
acquire intricate patterns of user behaviour, more refined recommendations. AI-powered segmentation enhances 
targeted marketing by using clustering algorithms, like k-means and hierarchical clustering, to analyse customer 
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demographics and browsing behaviour. Optimization of pricing strategies through real-time market fluctuations and 
consumer preferences can be achieved by reinforcement learning frameworks. This application of AI has been tested 
in dynamic pricing. At the same time, the involvement of AI in e-commerce raises ethical concerns. Issues such as 
privacy about data, algorithm bias and explainable AI, the requirement for human oversight within practice and 
transparency call upon developers. According to Raji et al. [25] and a balance between customization and privacy is 
necessary to stay atop of consumer trust and retention in an e-commerce environment, since it is the core AI 
revolution that will come alive and personalize the business processes and customer experience in these realms. 

Table 3. AI-Powered Personalization and Filtering in E-Commerce: Trends and Challenges 

Reference Method Advantage Limitation 

Hussien et al. 
[21] 

System design and analysis for e-
commerce platforms 

Ensures scalability, 
security, and efficiency in e-
commerce platforms 

Limited focus on 
personalized 
recommendation methods 

Messaoudi and 
Loukili [22] 

Personalized recommendation 
technology (Collaborative 
Filtering) 

Helps consumers navigate 
large product volumes 

Existing algorithms often 
struggle with accuracy and 
efficiency 

Gayam [23] AI-based recommendation 
(Collaborative and Content-based 
Filtering, Hybrid Approaches) 

Enhances personalization 
using advanced AI 
algorithms  

Potential data privacy and 
algorithmic bias issues 

Necula and 
Păvăloaia [24] 

AI techniques combined with 
other technologies  

Provides an immersive and 
personalized shopping 
experience 

Integration complexity and 
data privacy concerns 

Raji et al. [25] AI-powered personalization (ML, 
Customer Segmentation) 

Increases consumer 
engagement, satisfaction, 
and loyalty 

Ethical implications, over-
personalization, and privacy 
concerns 

 

Table 3 shows that AI-based methods, such as collaborative filtering and hybrid filtering, customer segmentation, 
and integration of advanced technologies to enhance personalization, scalability, and user engagement in e-
commerce, can improve navigation, satisfaction, and loyalty, but it also has certain challenges such as privacy, 
algorithmic bias, integration complexity, and ethical implications that cannot be neglected. 

3.3 AI-Driven Personalization and Customer Support in E-Commerce 

AI has completely transformed e-commerce in areas like personalization and customer service. Putha [26] illustrates 
how AI-driven personalization leverages a vast amount of consumer data to enhance user experience and optimize 
sales using machine learning models. Techniques like collaborative filtering, content-based filtering, and hybrid 
models predict customer preferences and give the customer the most tailored recommendation, thus resulting in 
greater engagement and conversion. Advanced data analytics, including predictive analytics and customer 
segmentation, are used to derive actionable insights from complex datasets that enable businesses to implement 
targeted marketing strategies and dynamic pricing models. The paper discusses the infrastructure needed to support 
these strategies, such as data storage and processing frameworks, and underscores the importance of data quality 
and integrity. Examples from the leading e-commerce players highlight real-life applications of AI, wherein 
measurable improvements in customer satisfaction and sales performance have been noticed. However, there remain 
challenges such as data privacy, algorithmic bias, and the need for continuous optimization of the model, as 
businesses have to be agile in response to shifting consumer behaviours. Additionally, AI will be integrated with 
newer technologies like augmented reality and virtual reality to take personalization to another dimension of 
immersive experiences. Bawack et al. [27] help further the understanding in this context by synthesizing the research 
landscape in AI in e-commerce and offering a comprehensive analysis of the key themes in recommender systems, 
personalization, and optimization as well as outlining the future directions for research in this field, which is rapidly 
changing. Figure 2  highlights E-commerce Customer Service Best Practices through seven key strategies: Multiple 
communication channels, constantly available support, high individuality, seamless returns and refunds, timely and 
effective notifications, knowledge database and frequently asked questions, and training for support members. These 
practices are used to raise customer satisfaction level, optimize the support activities, and create higher levels of e-
commerce service quality. 
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Figure 2: Personalization and Customer Support in E-Commerce 

In parallel, AI has revolutionized customer support in e-commerce. Gayam [28] explores how AI technologies like 
chatbots, virtual assistants, and sentiment analysis are reshaping the customer service landscape. Chatbots, powered 
by advanced NLP techniques, have evolved from simple rule-based systems to sophisticated conversational agents 
capable of understanding customer queries more accurately. These bots, which learn continually to improve their 
responses by utilizing machine learning algorithms, constitute a very important first line of support, thereby 
increasing operational efficiency and customer satisfaction. Virtual assistants extend this further by providing 
recommendations based on a history of past purchases and browsing behaviour, thus raising the engagement and 
conversion rate for customers. Sentiment analysis tools like support vector machines and recurrent networks give 
the ability to identify and prevent emotional sentiments in consumer messages, allowing business enterprises to 
identify and rectify dissatisfaction well before it becomes a huge problem in communication. Cloud computing 
technologies have further optimized recommendation system performances leading to making AI-supported 
customers even more efficient to apply. Xu et al. [29] highlight how cloud infrastructure allows for scalable data 
processing, thus supporting complex AI applications. Furthermore, He and Liu [30] summarize AI in e-commerce 
by outlining key research areas, including optimization, sentiment analysis, and personalized recommendations. 
Their study highlights the importance of AI in enabling efficient e-commerce operations and offers a framework for 
future research in this domain, thereby advancing both theoretical understanding and practical application in e-
commerce. These studies collectively underscore the profound impact of AI in personalizing e-commerce experiences 
and transforming customer support. 

Table 4. AI-Driven Personalization and Customer Support in E-Commerce 

Reference Method Advantage Limitation 

Putha [26] ML (Collaborative 
Filtering, Content-Based 
Filtering, Hybrid 
Models) 

Optimizes customer experience, 
enhances personalization, improves 
sales and engagement, and provides 
real-time content 
recommendations. 

Challenges related to data 
privacy, algorithmic bias, 
and need for continuous 
optimization. 

Bawack et 
al. [27] 

Bibliometric Analysis Provides a comprehensive overview 
of AI research in e-commerce, 
focusing on recommender systems 
and other core research themes. 

Limited to bibliometric 
data; may not cover all 
recent or niche 
developments in AI for e-
commerce. 

Gayam [28] NLP, Sentiment 
Analysis, Chatbots, 
Virtual Assistants 

Revolutionizes customer support, 
enhances personalization, improves 
customer retention by detecting 
negative experiences. 

Ethical concerns regarding 
AI's role in customer 
support and potential 
biases in sentiment 
analysis. 

Xu et al. 
[29] 

Cloud Computing 
Integration with 

Scalable and efficient data 
processing, enhances the 
performance of recommendation 

Dependence on robust 
infrastructure; challenges 
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Recommendation 
Systems 

systems for personalized 
recommendations. 

in managing large-scale 
data processing. 

He & Liu 
[30] 

Conceptual Framework, 
Main Path Analysis, 
Science Mapping 

Provides a strategic overview of AI's 
evolution in e-commerce, 
emphasizing key research themes 
and their inter-relationships. 

Limited to a conceptual 
framework; may not 
provide detailed technical 
insights into specific 
applications. 

 

Table 4 shows recent innovations in e-commerce use AI methods like collaborative filtering, NLP, sentiment analysis, 
and cloud integration to increase personalization, scalability, and the customer experience. While strategic insights 
from frameworks and bibliometric studies continue to exist, challenges continue to arise regarding data privacy, 
algorithmic bias, infrastructure dependencies, and ethical implications of AI-driven customer interactions. 

3.4 Advances in E-Commerce Recommender Systems: Techniques, Challenges, and Future 
Directions 

The data generated by e-commerce platforms is voluminous, making it a challenge for users to create sense from 
information overload. The problem is mitigated nowadays with the help of RSs, where personalized suggestions are 
offered to the users in order to enhance their satisfaction and engagement with the system. A comprehensive review 
of Alamdari et al. [31], the traditional RS techniques has emphasized several prominent approaches, which include 
CBF, CF, DBF, KBF. These methods are supposed to provide users with recommendations based on their past 
behavior, preferences, or demographic attributes. Despite the wide usage of these techniques, they have several 
challenges, such as data sparsity, scalability, and cold start problems, which occur when new users or items lack 
sufficient interaction data for accurate predictions. Hybrid models that combine multiple recommendation 
techniques have been proposed to enhance recommendation accuracy and mitigate these challenges. Further, 
sentiment analysis has gained attention as a tool for improving recommendation systems by analyzing customer 
reviews and feedback to assess product popularity and predict consumer preferences. Muslim et al. [32] leveraged a 
machine learning algorithms such as SVM for text classification and using unigram features and grid search 
optimization, sentiment analysis has been shown to significantly improve the accuracy of product recommendations, 
as demonstrated in studies on Amazon and Lazada review datasets. These developments highlight the need to 
integrate data sources including browsing history, reviews by customers, and product ratings, in developing a more 
realistic recommendation model. 

E-commerce recommender system has also tried to address some other performance-related challenges and those 
impacting user experience. RS algorithms traditional struggle with changing user preferences and Cano et al. [33] 
presented a  cold start issues with very large datasets. Research was recently published which included approaches, 
such as adding customer behavior analysis and statistical methods in solving the issues to increase accuracy 
prediction and quality of decisions to be made. Shankar et al. [34] proposed an ensemble learning techniques that 
are explored with a focus on filtering out noise and redundant recommendations for improving the precision and 
recall of recommendations in the system. As online businesses continue to grow, there is even more necessity for 
adaptable recommendation systems that reflect various behaviours of their customers to accurately make good 
recommendations. Emerging research has been on the construction of new hybrid models exploiting recent 
advancements in machine learning and DL algorithms to overcome weaknesses associated with traditional RS 
techniques. With the increasing concern towards sustainability in e-commerce logistics, Abdul Hussien et al. [35] 
have begun researching integration of sustainability aspects in the recommender system, that suggests optimization 
in logistics and delivery also enhances the overall experience of the user. These innovations are underscored by the 
fact that e-commerce recommender systems must always strive for improvement and adaptability, taking into 
account user-centric approaches and incorporating new technologies in response to changing customer needs. 

Table 5. Advances in E-Commerce Recommender Systems: Techniques, Challenges, and Future 
Directions 

Reference Method Advantage Limitation 

Alamdari et 
al. [31] 

Traditional RS methods: 
CBF, CF, DBF, Hybrid, KBF 

Comprehensive review of RS 
methods; categorizes approaches 
to address information overload. 

Limited focus on emerging 
methods; challenges with 
traditional algorithms' 
scalability and 
adaptability. 

Muslim et al. 
[32] 

Sentiment Analysis using 
SVM (Unigram feature 

Improved accuracy of 
classification. 

SVM's reliance on feature 
extraction can limit 
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extraction and grid search 
optimization) 

adaptability to diverse 
review types. 

Cano et al. 
[33] 

Bibliometric analysis on e-
commerce sustainability 

Identifies key trends in logistics, 
sustainability, and 
environmental impacts in e-
commerce. 

Limited by the scope of the 
data sources and does not 
provide specific solutions 
to identified challenges. 

Shankar et al. 
[34] 

Ensemble learning for 
recommendation systems 

Reduces irrelevant 
recommendations; improves 
precision and recall compared to 
conventional methods. 

May still struggle with 
dynamic user preferences 
and highly diverse product 
catalogs. 

Abdul 
Hussien et al. 
[35] 

Behavior-based 
recommendation system 
with statistical analysis 

Solves cold start and sparsity 
issues; improves system 
performance using precision, 
recall, and error metrics. 

Statistical analysis may not 
always capture evolving 
user preferences or 
context-driven needs. 

 

Table 5 shows recent studies in the recommendation systems of e-commerce explore the application of traditional 
methods like CBF, CF, and hybrid models combined with sentiment analysis and ensemble learning to enhance 
accuracy and limit irrelevant suggestions. The scalability, adaptability to changing user preferences, and addressing 
changes in user needs and other context factors are still an area of concern. 

3.6 Advances in E-commerce Recommendation Systems Using Sentiment Analysis and DL 
Techniques 

The latest research on e-commerce RS has emphasized the integration of SA and DL techniques to improve the 
accuracy of recommendations and personalization. Sharma and Sadagopan [36] propose a novel approach 
incorporating dictionary-based SA with a four-step process: pre-processing, semantic word extraction, feature 
extraction, and classification using DBN. By optimizing the DBN architecture with an optimal hybrid optimization 
algorithm, GCU-CSO, their approach outperforms traditional algorithms in recommending products based on e-
commerce reviews. This contribution shows how the integration of SA and DBN improves the performance of 
recommendation systems by handling large datasets effectively and improving the precision of recommendations. 
On the other hand, Karabila et al. [37] refine RS further by integrating collaborative filtering with sentiment analysis 
by using a fine-tuned BERT model for the task of accurate sentiment classification. Their hybrid approach shows 91% 
accuracy in sentiment analysis, significantly better than the previous models. Merging collaborative filtering with 
sentiment insights makes this method deliver more precise and individualized recommendations, advancing e-
commerce personalization further. All the studies indicate that the issues relating to the comprehension and 
interpretation of unstructured review data from e-commerce will be very effectively addressed only when modern 
techniques for sentiment analysis are incorporated, like BERT, along with SA, to join conventional filtering methods. 

The rapid growth of e-commerce has led to an increasing reliance on DL and distributed expression technologies to 
enhance the performance of recommendation systems. Zhou [38] discusses the use of recurrent neural networks 
(RNN) in combination with distributed expression techniques to optimize product advertising recommendations. By 
introducing a time window for hidden layer data transfer, this improves the accuracy of RNN models and reduces 
computation complexity, thus improving efficiency in the recommendation system. Zhang et al. [39] conduct an 
extensive review on the applications of machine learning and DL methodologies in e-commerce, noting problems 
such as imbalanced datasets, overfitting, and personalization. Their work identifies trends in recommendation and 
fraud detection involving the integration of GANs. In this regard, the application of DL will also solve major e-
commerce challenges. Almahmood and Tekerek [40] discussed the potential of DL applications for CNNs and RNNs 
in solving cold start and sparsity problems in recommendation systems. They argue that such intelligent agents, 
supported with AI algorithms, can definitely improve product recommendations by the reduction of search effort as 
well as improvement in experience for users. These studies together are showing how the integration of techniques 
like sentiment analysis, DL, and other advanced techniques involving hybrid filtering and GAN is shaping the future 
of recommendations in personalized e-commerce. 
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Table 6. Advances in E-commerce Recommendation Systems Using Sentiment Analysis and DL 
Techniques 

Reference Method Advantage Limitation 

Sharma & Sadagopan [36] Dictionary-based 
sentiment analysis with 
DBN, optimized by GCU-
CSO 

Improved 
recommendation 
accuracy by optimizing 
DBN architecture 

Limited to DBN 
architecture and specific 
to sentiment analysis data 

Karabila et al. [37] Hybrid collaborative 
filtering with fine-tuned 
BERT model for 
sentiment classification 

Enhanced 
recommendation 
accuracy, more 
personalized 

Potential computational 
overhead with fine-tuning 
BERT models 

Zhou [38] Improved RNN model 
with time window for 
product recommendation 

Increased accuracy and 
reduced computational 
complexity 

Time window model may 
not be applicable in all e-
commerce contexts 

Zhang et al. [39] ML & DL techniques  Comprehensive survey of 
various ML and DL 
techniques in e-commerce 

Lack of specific 
implementation or case 
studies in their survey 

Almahmood & Tekerek 
[40] 

DL techniques and 
sentiment analysis 

Improved accuracy for 
cold start and sparsity 
issues in RS 

Requires advanced AI 
algorithms and may 
increase complexity 

 

Table 6 shows Recent innovations in e-commerce recommendation systems aim at accuracy and personalization 
techniques such as DBN, fine-tuned BERT, RNNs, and DL. These methods reduce cold-start and sparsity problems 
but face computational overheads, limited applicability in some scenarios, and higher complexity due to advanced AI 
algorithms. 

3.7 Advancements in ML for E-commerce: Marketing, Pricing, Financial Risk, Fraud Detection, and 
Sentiment Analysis 

Some pivotal applications of machine learning in these facets of e-commerce comprise marketing, pricing strategies, 
and financial risk prediction and detection as well as fraud detection. Here, Cui et al. [41] develop an efficient 
marketing model for e-commerce products by combining machine learning and support vector machines, improved 
Q-learning algorithm toward enhanced precision marketing. Thus, the Interval-Q algorithm diminishes the noise 
effect attributed by the different time intervals among different decision points. Moreover, for the observable part of 
a customer status in direct marketing, the paper introduces its contribution to deep reinforcement learning and 
proposes a DQN model with dual networks. By this approach, it obtained effective simulation results, applying a 
strong proof for its applicability in real-world scenarios. Sarkar et al. [42] offer an adaptive pricing model, based on 
the idea of utilizing the machine learning algorithm to predict purchase decisions, with the help of dynamic pricing 
strategies. The framework includes different sources of data: visitor details, purchase history, and web data to predict 
the product's purchase decision. As this model is more focused on customer segments than individual predictions, it 
will make the pricing strategies more personalized and will thus increase online sales. Meanwhile, to address financial 
risk in e-commerce, Chen and Long [43] apply DL, specifically LSTMs with PSO, in order to predict the risk of Chinese 
e-commerce enterprises with respect to financial risks. Their FA-PSO-LSTM outperformed the traditional models by 
way of predicting financial risks more precisely with low error rates, which makes for a better decision-making tool 
that ensures sustainability in an enterprise. 

Apart from the aforementioned breakthroughs in marketing and pricing, ML has been instrumental in preventing e-
commerce fraud. In a bid to address the issue of dynamic fraud patterns that often dethrones conventional risk 
models, Nanduri et al. [44] present a fraud management system that updates its features in real time through the use 
of real-time archiving, dynamic risk tables, and knowledge graphs while simultaneously detecting both emerging and 
historical fraud patterns. The system also optimizes decision-making by considering multiple-party actions, which 
improves fraud detection and reduces fraud loss. After implementing this system, Microsoft achieved substantial 
financial benefits. Further, the tool for improving customer experience, sentiment analysis, has also seen significant 
advancements. Yang et al. [45] propose the SLCABG model, which combines sentiment lexicons with DL techniques 
like CNN and BiGRU for product review analysis. The model increases the performance of sentiment classification, 
especially for Chinese reviews, by strengthening the sentiment features and incorporating an attention mechanism 
to weigh the contextually important aspects. These advancements in ML for e-commerce highlight how machine 
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learning algorithms not only streamline marketing and pricing processes but also provide vital tools for managing 
financial risks, fraud detection, and enhancing customer satisfaction. 

Table 7. Advancements in ML for E-commerce: Marketing, Pricing, Financial Risk, Fraud 
Detection, and Sentiment Analysis 

Reference Method Advantage Limitation 

Cui et al. [41] SVM, Q-learning, 
Interval-Q algorithm 

Enhances precision 
marketing by addressing 
noise in reward signals 
and customer status 

Focuses on public 
datasets for evaluation, 
may limit generalizability 

Sarkar et al. [42] ML, Web mining, Big data Optimizes pricing 
strategies and forecasts 
purchase decisions, 
focusing on customer 
segmentation 

Primarily targets 
inventory-led companies, 
limiting broader 
applicability 

Chen and Long [43] FA-PSO-LSTM  Achieves the best financial 
risk prediction, aids in 
decision-making for risk 
mitigation 

Focuses only on Chinese 
e-commerce firms, 
limiting generalization 

Nanduri et al. [44] Real-time ML models, 
Dynamic programming 

Detects emerging fraud 
patterns in real-time, 
reduces fraud loss and 
increases revenue 

Focused on fraud 
management in large e-
commerce systems 

Yang et al. [45] SLCABG (Sentiment 
lexicons, CNN, BiGRU) 

Improves product review 
analysis and user 
satisfaction through 
enhanced sentiment 
classification 

Primarily designed for 
Chinese e-commerce 
reviews, may limit global 
applicability 

 

Table 7 shows new methodologies in e-commerce optimization- SVM, Q-learning, ML, and FA-PSO-LSTM-improve 
marketing, pricing strategy, fraud detection, and sentiment analysis, but some of the limits are specific applicability 
for particular regions, industries, or datasets; generalization also is not possible across different applications using 
the finding from the context of focused e-commerce application. 

3.8 ML Advances in E-commerce Applications 

The major advancements of ML in e-commerce applications are in terms of innovative solutions to several challenges, 
especially in product recommendation, pricing optimization, and sentiment analysis. Product embeddings have 
emerged as one of the primary concerns and have become essential for many ML tasks in e-commerce. Xu et al. [46] 
describe the theoretical background of product embeddings, pointing out that they can be effectively used as a form 
of dimensionality reduction of product relatedness measures. Their findings show that it is crucial that embeddings 
are aligned with product relatedness for them to have maximum downstream utility. Issues of cold start and sparsity 
are key in the application domain of recommendation systems. Ahmed et al. [50] develop the Trust Aware Cross-
Domain Deep Neural Matrix Factorization model, which could well predict ratings and thus can tackle the user cold 
start problem by utilizing cross-domain trust information. Their method further improved recommendation accuracy 
while taking user similarities and the relationship between trust. This way improves the recommendations for cross-
domain e-commerce systems. Furthermore, progress in the field of applying DL in sentiment analysis also comes as 
an important contributor to understanding reviews of customers. Alzahrani et al. [47] prove the effectiveness of LSTM 
and CNN-LSTM models in classifying sentiments in product reviews, achieving high accuracy in determining 
customer opinions, which is valuable for businesses that aim to enhance customer experience and market strategies. 

In addition to product recommendation and sentiment analysis, machine learning has gone further in optimizing 
pricing strategies and e-commerce sales forecasting. Guo [48] presents an innovative model combining a CNN with 
attention mechanisms that predict product market share and optimize the pricing strategy based on consumer 
behaviour and product quality. This model is especially advantageous for cross-border e-commerce, where dynamic 
market conditions and consumer preferences call for agile pricing strategies. Likewise, Salamai et al. [49] focus on 
the application of machine learning algorithms for the prediction of e-commerce sales based on time-series data. This 
work introduces a Continuous Stochastic Fractal Search algorithm optimized by Whale Optimization Algorithm and 
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demonstrates better accuracy compared with other optimization methods. The use of ML in product 
recommendation, pricing, sentiment analysis, and fraud detection is changing the landscape of e-commerce daily 
while advancing customer satisfaction and business performance across domains. 

Table 8. ML Advances in E-commerce Applications 

Reference Method Advantages Limitations 

Xu et al. [46] Skip-gram Negative 
Sampling for Product 
Embeddings 

Enhances theoretical 
understanding of 
embeddings, supports 
dimension reduction, and 
aligns with product-
relatedness. 

Limited application to 
practical e-commerce 
tasks; requires further 
real-world validations. 

Alzahrani et al. [47] LSTM and CNN-LSTM for 
Sentiment Analysis 

Achieves high accuracy in 
detecting deceptive 
reviews, improves 
consumer insights for 
market strategies. 

Limited to specific 
product categories; 
potential challenges in 
scaling to multilingual 
datasets. 

Guo [48] CNN with Attention 
Mechanism for Image-
Based Evaluations 

Optimizes cross-border e-
commerce pricing 
strategies, improves 
product market share 
predictions. 

Focused on image-based 
evaluations; may not 
address text or 
multimodal data 
comprehensively. 

Salamai et al. [49] Guided WOA with BRNN 
for Sales Prediction 

Statistically significant 
performance 
improvement; achieves 
low RMSE. 

Limited testing on diverse 
datasets; high 
computational 
requirements for 
optimization techniques. 

Ahmed et al. [50] TCrossDNMF for 
Recommendations 

Addresses data sparsity 
and cold-start issues, 
improves 
recommendation 
accuracy using ensemble 
learning. 

Dependency on shared 
users between domains; 
challenges in applying to 
highly dissimilar 
domains. 

 

Table 8 shows E-commerce optimization recent studies involve methodologies like Skip-gram for product 
embedding, LSTM and CNN-LSTM for sentiment analysis, and CNN with attention for image evaluations. Such 
approaches bring a lot of improvements toward accuracy and mitigate some common problems such as sparsity but 
struggle with scalability, generalization, and computational complexity when moving on to other datasets. 

RQ1. How do advanced AI techniques, such as neural networks and reinforcement learning, overcome key challenges 
like data sparsity and scalability to improve the performance of e-commerce recommendation systems? 

It is now evident that advancements in AI methodologies is sufficient to solve problems of data scarcity and data size 
in the recommendation systems of e-commerce. Recurrent learning and convolutional networks are two of the most 
common neural networks that have shown immense performance in one-to-many and many-to-one fields of user-
item interactions by identifying the hidden factors present in sparse data. For instance, collaborative filtering together 
with the neural networks sharpens the prediction precision by selecting the frequent homerun embeddings that 
extend the applications of collaborative filtering for user-item matrix throughout items’ interaction. Building upon 
GNNs, scalability is achieved by modeling user-item interactions as graphs, allowing for efficient analysis of datasets 
with relational data integrity. RL and particularly contextual bandits are able to learn from real time user feedback. 
A lot of RL algorithms involve a recommender system in which the recommendation is made through an interaction 
within a loop following an exploration-exploitation principle, thus reducing cold-start problem. They also scale nicely 
because they fixate on learning from the most informative interactions and thereby minimize computational cost in 
low density settings. Further scalability is offered by integrating metaheuristic optimization techniques to fine-tune 
hyperparameters and thereby improve the complexity of existing models using neural networks. These approaches 
help models work with large datasets without a detriment to the model’s accuracy. Nevertheless, high computational 
requirements are a major problem, at least for small-scale platforms. Neural networks, reinforcement learning, and 
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hybrid models enhance the effectiveness of modern systems in areas such as personalization, precision, and 
adaptability while embedding a means to solve the inherent problems of data scarcity and the size of the database. 

RQ2. What optimization strategies are most effective in improving the accuracy, personalization, and scalability of 
recommendation systems? 

Optimization methods are of particular importance in improving the precision, individuality and universality of 
recommendation applications. To solve the cold-start problem and increase accuracy, two methods, including 
collaboration and content-filtering are integrated. CNNs and RNNs further extend this step of reinforcement by 
extracting additional contextual features and temporal patterns which help to improve personalisation. 
Hyperparameter tuning, and reducing the computational complexity of the models is accomplished by metaheuristic 
techniques such as ACO and WOA. Reinforcement learning, contextual bandits, adapts recommendations over time 
with the evolving user behavior, thereby allowing for real-time personalization. Integration of sentiment analysis 
with advanced models like BERT fine-tunes recommendations based on user opinions, thus providing nuanced 
insights for personalization. GNN enables scalability as they represent and process user-item relationships in large 
datasets efficiently. Federated learning is a privacy-preserving approach that distributes computation while ensuring 
data security and scalability. While these strategies improve performance, there are challenges in balancing 
computational demands with scalability and ensuring fairness and transparency. Hybrid approaches that integrate 
metaheuristics, DL, and RL to create systems that adapt seamlessly to diverse, large-scale e-commerce environments 
are areas for future research. 

RQ3. What are the current ethical challenges in recommendation systems, and how can fairness, transparency, and 
explainability be integrated into their optimization frameworks? 

Ethical challenges in recommendation systems primarily revolve around fairness, transparency, and explainability. 
Algorithmic biases, which mostly stem from historical data or model design, may lead to unfair outcomes, such as 
those that favor specific user groups or products. This would naturally erode trust and sustain other societal 
inequalities. Over-personalization is another drawback: recommendations create "filter bubbles" that limit users' 
exposure to diverse products. Fairness can be integrated by including the bias mitigation techniques such as re-
weighting the training data or using fairness-aware algorithms. The Explainable AI, or XAI, can be improved for 
greater transparency by offering to explain the basis of the suggestions. For instance, even attention mechanisms in 
deep models can draw attention to such features that have a causal influence on decisions and also enhance 
interpretability. A further aspect is data privacy concerning user consent and adhering to GDPR. Federated learning 
and differential privacy would allow safe handling of user data while maintaining personalisation. Optimization 
frameworks can only be imbued with ethical principles through an interdisciplinary approach-technical innovation 
that are coupled with ethical oversight. Regular audits, inclusive datasets, and stakeholder engagement are critical to 
the development of recommendation systems that not only work well but are also equitable, transparent, and 
trustworthy, thereby sustaining long-term user satisfaction and adherence to changing standards of ethics. 

4. RESEARCH GAP 

Despite the revolutionizing progress in AI-based recommendation systems, significant gaps in research remain that 
will prevent them from realizing their true potential in e-commerce. Current work primarily focuses on improving 
the accuracy, scalability, and personalization in DL, reinforcement learning, and graph-based models. However, less 
attention has been paid to the ethical and fairness dimensions of such systems. Bias in recommendations, often 
stemming from historical data or algorithmic design, can reinforce existing inequalities, leading to suboptimal or 
unfair outcomes for certain user groups or products. Furthermore, the “cold-start” problem, where new users or 
products lack sufficient data, continues to challenge the adaptability of recommendation systems, especially in 
dynamic, large-scale platforms. While advances in reinforcement learning and metaheuristic optimization improved 
real-time decision-making, scalability remains a challenge, as datasets grow exponentially and demand large 
computational resources and innovative algorithmic solutions. Another gap in the current state of affairs is 
explainability: users and businesses are increasingly demanding transparent and interpretable recommendation 
processes to establish trust and regulatory compliance. Moreover, context-dependent aspects like temporal variations 
and user preference evolution were less explored, which constrains the ability of systems for adapting to various and 
rapidly changing situations. To fill those gaps, it is urgent to call for interdisciplinary practices combining 
technological advancements with ethical inputs in a way that creates not only optimally functional but also user-
centric and equal recommendation systems. 

5. FINDINGS AND DISCUSSION 

A close review of the literature leads to the determination that the use of advance AI and ML techniques increases 
the effectiveness and optimization of an e-commerce recommendation system while further exposing its difficulties. 
Deep models, including RNN, CNN, transformers, and their variants have shown tremendous improvements by 
grasping difficult user-item interaction and also offering very highly personalized recommendation. Xu et al. [46] 
showed the contribution of product embeddings and skip-gram negative sampling in enhancing the understanding 
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with better dimensionality reduction and product-relatedness alignment. Yet, the scalability becomes an issue 
because these models tend to be computationally intensive and can potentially be less responsive to a huge set of data 
in real time, a point noted by Alzahrani et al. [47]. In addition to that, sentiment analysis, including techniques like 
LSTM and CNN-LSTM, is effective enough for user reviews processing. However, data sparsity will be encountered 
for new users and products. Such issues have also been indicated by several studies. Optimization strategies such as 
novel methods, for example, the Guided WOA presented by Salamai et al. [49] and Trust-Aware Cross-Domain Deep 
Neural Matrix Factorization by Ahmed et al. [50], are able to address the sparsity of data and the cold-start problem 
but may be too complex to handle in resource-constrained environments. GNN and RL approaches have also been 
highlighted as powerful solutions for improving recommendation diversity and adaptability to dynamic user 
behaviors. Guo [48] and other studies have shown that GNNs model user-item interactions as graphs, improving 
relational data analysis. RL models, particularly contextual bandit algorithms, optimize real-time recommendations 
by continuously adapting to user feedback. However, these models suffer from practical issues such as bias, fairness, 
and explainability, which are crucial to establish trust in recommendation systems. Most of the studies, like Alzahrani 
et al. [47] and Ahmed et al. [50], stress the ethical concerns of algorithmic biases and the need for XAI approaches to 
ensure equitable and transparent recommendations. Scalability is still one of the major issues in real-world 
applications, especially for smaller e-commerce platforms that do not have the resources of industry giants like 
Amazon and Netflix. Large platforms can afford complex systems, but smaller businesses may not be able to 
implement such solutions effectively. The need for lightweight models and computational optimizations, such as 
pruning and hybrid architectures, is apparent in addressing these scalability concerns. The literature further suggests 
that optimal hybrid approaches that combine DL, reinforcement learning, and graph-based models in diverse e-
commerce settings are needed. 

Table 9. Summary of Key Findings and Discussion 

Study Proposed Method Key Findings Challenges Addressed 

Anitha & 
Kalaiarasu 
[16] 

SVM with IACO Improved CF by classifying 
feedback into positive and negative 
categories, resulting in higher 
recommendation accuracy. 

Overcomes poor 
recommendation quality and 
untrustworthy similarity in 
collaborative filtering. 

Messaoudi & 
Loukili [17] 

Deep Neural 
Collaborative Filtering 

Achieved precision of 0.85, recall of 
0.78, and click-through rate of 0.12, 
demonstrating potential in 
enhancing user engagement. 

Data quality and scalability 
issues remain. 

Khatter et al. 
[18] 

Collaborative Filtering 
with Textual Clustering 

Recommendations for new and 
existing users improved by using 
product descriptions, expanding 
applicability. 

Addresses the cold-start 
problem with no initial user 
ratings. 

Fu & Ma [19] Hybrid Content and 
Collaborative Filtering 

Combines existing and potential 
user preferences for improved 
recommendation accuracy and 
real-time performance. 

Data sparsity and user interest 
drift in CF are mitigated. 

Yang [20] Collaborative Filtering 
for Cross-Border E-
commerce 

Optimizes logistics mode selection, 
improving operational efficiency in 
international trade. 

None explicitly addressed, but 
applies recommendation 
algorithms in operational 
logistics. 

Messaoudi & 
Loukili [22] 

Personalized 
Recommendation 
Technology 

Enhances personalized 
recommendations for large product 
catalogs, improving user 
experience. 

Issues of accuracy and 
efficiency in existing 
algorithms. 

Gayam [23] Hybrid Collaborative 
and Content-Based 
Filtering 

Improves personalization in e-
commerce by incorporating DL 
models like RNN and CNN. 

Complexity in personalized 
product recommendations and 
data privacy concerns. 

Sharma & 
Sadagopan 
[36] 

Hybrid Optimization 
Algorithm with DBN 

Outperformed conventional 
algorithms in recommendation 
accuracy. 

Traditional recommendation 
systems' limitations are 
mitigated, with improved 
accuracy and efficiency. 
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Karabila et al. 
[37] 

Fine-tuned BERT Model 
with Collaborative 
Filtering 

Achieved 91% accuracy in 
recommendations by integrating 
sentiment analysis. 

Issues in traditional CF 
methods like accuracy and 
personalization are resolved. 

Zhou [38] RNN with Time Window Improved prediction accuracy by 
incorporating time windows into 
RNN-based models. 

Improved recommendation 
accuracy while reducing 
computational complexity. 

Almahmood & 
Tekerek [40] 

CNN and RNN with 
Sentiment Analysis 

Addressed cold-start and sparsity 
issues by using DL techniques, 
enhancing recommendation 
efficiency. 

Cold-start problem and 
sparsity in recommendation 
systems are mitigated. 

Cui et al. [41] SVM and Q-learning Introduced Interval-Q for improved 
precision marketing, showing 
promising results in direct 
marketing. 

Noise in reward signals and 
customer segmentation in 
marketing strategies. 

Nanduri et al. 
[44] 

Real-time ML Models 
and Dynamic 
Programming 

Reduced fraud loss by detecting 
emerging fraud patterns with real-
time ML models. 

E-commerce fraud detection is 
significantly improved through 
real-time learning. 

Xu et al. [46] Product Embedding 
Techniques 

Enhanced understanding of 
product embeddings, improving 
product recommendation systems. 

Addressed dimensionality 
reduction and alignment with 
product-relatedness measures. 

Ahmed et al. 
[50] 

Trust-Aware Cross-
Domain Deep Neural 
Matrix Factorization 

Improved recommendation 
accuracy by transferring knowledge 
across domains and leveraging 
trust-based ranking. 

Data sparsity and cold-start 
challenges in recommendation 
systems are addressed. 

 

The table 9 combines the DL-based methods of the studies with the key challenges they address and their findings. 
It focuses on how different ML techniques, including deep neural networks, hybrid models, and sentiment analysis, 
enhance the effectiveness of recommendation systems in e-commerce. The integration of these approaches reduces 
the challenges of data sparsity, accuracy issues, and cold-start problems, opening up more personalized, efficient, 
and scalable systems. 

The findings and discussion section showcase the massive development that has taken place within the area of 
recommendation system research. DL methods including CNN, RNN, DBN, and BERT became instrumental for 
enhancing the accuracy, personalization, and scalability of RSs. Hybrid approaches combining content-based and 
collaborative filtering have overcome the traditional constraints of cold-start and sparsity, contributing to more 
relevant and timely product recommendations. However, data privacy, model complexity, and algorithmic bias are 
still relevant issues for future research and application in e-commerce environments. 

6. CONCLUSION AND FUTURE WORKS 

With advanced ML techniques, e-commerce recommendation systems have undergone tremendous transformation. 
DL models, for example, RNNs, CNNs, and transformers, have improved their ability to capture complex user-item 
interactions, thus making the accuracy and personalization possible. Reinforcement learning and graph-based 
methods have optimized real-time adaptability and scalability. Sentiment analysis and hybrid filtering approaches 
have helped the effectiveness of recommendations to better improve even with sparsity and cold-start problems in 
data. Still, many challenges remain, particularly scalability, ethical concerns, and explainability. It points out that the 
computational complexity of advanced algorithms is one barrier to their use on smaller e-commerce sites; concerns 
about fairness and bias in recommendation outputs need attention sooner rather than later. Moreover, the lack of 
transparency in AI-driven recommendations is an issue that will undermine trust and regulatory compliance. It is a 
call to concerted efforts to design recommendation systems that are accurate and scalable but also fair, transparent, 
and user-centric. 

The future of e-commerce recommendation systems lies in closing existing gaps with innovative, interdisciplinary 
approaches. The focus areas are ethical frameworks for algorithmic bias and fairness and explainable models for 
better transparency and trust. Algorithms must be resource efficient so that even small platforms can make use of 
advanced techniques without excessive computational demands. Powered by reinforcement learning and contextual 
algorithms, real-time adaptability will enable systems to be responsive to changing preferences from users. Other 
innovative technologies that can further influence the recommendation system include data security through 
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blockchain, immersion into user experiences through virtual reality, and scalability of data through cloud computing. 
DL, graph-based models, and metaheuristic optimization hybrid approaches shall guarantee robust and adaptive 
systems. In addition, privacy-preserving techniques, such as federated learning and differential privacy, are essential 
in balancing data security and performance. Sustainability must also be addressed by optimizing energy usage in 
computational processes and logistics to ensure environmentally responsible operations. 
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