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In this research, we studied the structural analysis of vectors of the Josephus
Cube interconnection network. We explored the representation and
properties of the graph model of the Josephus Cube and studied the
relationship between the connectivity of nodes (processors). In this study,
we have also presented the vertex-to-vertex and edge-to-edge connectivity
matrix of the Josephus Cube using bitwise binary complements of the vector
to find the complement of degree 4. We found the tautology between
complements of different sets of nodes and chordal ring edge sets of the
Josephus Cube.
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1. Introduction

Graph theory is one of the most useful tools for modelling and analysing the vector connectivity of
Josephus Cube (JC) interconnection networks. In a complex computational environment the
importance of operations between processing elements (processors), such as information transfer is
based on the structure of processing elements [1] [12]. The connectivity matrix of JC helps in reducing
the number of relays between processing elements (units) such as processors, and defines the efficient
communication between nodes/processors. The graph theory helps describe the best about these
elements of a network e.g. diameter, degree, latency, and fault tolerance etc. [4] [10]. The common
choice of problem of a communication network for parallel and distributed systems is to find a topology
that can minimize the operations and linking of the communication structure [14] [15]. In association
with the analysis of the structure, the JC interconnection network is a useful communication network
for connecting parallel and distributed modules.
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Definition 1. An interconnection network is a technology of linking the number of processors for
parallel and distributed computing systems [1] [2].

Definition 2. Josephus Cube is a type of interconnection network topology that follows the simple
routing mechanism and is noted for its logarithmic diameter and excellent fault catholicity [3] [8].

Definition 3. It is a loosely coupled parallel processor that is based on a set of n-cube parallel
processors, processors are made up of 2" identical processors or vertices and there are ‘r’ connections
(edges or links) that meet at each vertices. In other words, we can say that the Josephus cube is a
topology of parallel processing systems, it may be a formal or structured interconnection network; it is
also called an edge-augmented n-dimensional complete Josephus cube [3] [5].

Definition 4. It is like a recursive structure a similar to a hypercube of an interconnection network,
where an n-cube is modeled by connecting two cubes that is (n — 1). The Josephus cube (JC) has a
network diameter of logzg where ‘v’ is the network size. The node degree of the Josephus cube is

[log,R] + 2V = 1. The total number of links ‘" is r = 2%,k > 1 is given by n log, g + %n = 0(rlog, 1)
[3].

Ed,

Fig. 1. Josephus cube 23 = 8 nodes

Josephus cube graph in Fig. 1. is an undirected graph of jv = 2" (where jv is the number of nodes)
vertices labelled from jv, to jv, i.e.2" — 1 Similarly, there are edges between two vertices as shown
below. A Josephus cube has a r dimension, where r can be any positive integer including zero.

2. Representation of Graph Model Properties of Josephus Cube

We can explore or represent Josephus cube’s graph model properties in three ways: the
recursive/recursion using binary bit presentation method, the bitwise left shift and addition method,
the bitwise XOR method and the difference method. All the methods are given in the next sections.

2.1. The recursive/recursion using binary bit representation

Josephus's cube is an undirected graph ¢ = (V, E) which is based on the Flavius Josephus problem. In
this, we can represent jv(i) based on the recursion and binary bit representation where the node is
labelled using the function jv. Consider the following functions [3] [10]:

jv() =1
Jjv(2i) = 2jv(i) — 1 where i = 1,and i € Z* €)
jv(2i+1) =2jv(i) +1 fori = 1,wherei € Z* (2)

We can find similar results through the following:
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Where the highest power of 2 is equal to 0 is denoted by n.

i.e.b=2
n = [logyi]
Here in the above Josephus cube Fig.1, we consider the maximum i = 8 and
2n < < 2ntl @)
Let's see an example in the below table as shown.
1 2 3 4
Decimal 27+< (< jv(i) jv(@)
Numbers is sequence followed by vertices) 21 <+1  Left Cyclic shift to the
right

1 1+0=1(001) 2%0+1=1 1

2 2+0=2 (010) 2*0+1=1 o1

3 2+1=3 (011) 2%1+1=3 011

4 4+0=4 (100) 2%0+1=1 001

5 4+1=5 (101) 2%1+1=3 011

6 4+2=6 (110) 2*2+1=5 101

7 4+3=7 (111) 2%3+1=7 111

8 8+0=8 (1000) 2*0+1=1 0001

9 8+1=9 (1001) 2%1+1=3 0011

10 8+2=10 (1010) 2%2+1=5 0101

11 8+3=11 (1011) 2%3+1=7 o111

12 8+4=12 (1100) 2*4+1=9 1001

13 8+5=13 (1101) 2*5+1=11 1011

14 8+6=14 (1110) 2*6+1=13 1101

15 8+7=15 (1111) 2*7+1=15 1111

Table 1 Recursive/recursion using binary bit representation and point cyclic shifting
We noticed the following topological properties based on the observations in the above Table 1:

If we work with different values of ‘r’ we will find a pattern here 1, 1,3,5,7,9 ...n.

If ‘v’ is a true power of 2, then the answer is always 1.

For every ‘r’ greater than the power of 2 the answer is incremented by 2.

If we see the binary representation in Table 1, the noticeable point is a one-bit left cyclic shift
to the right, e.g. if 9 then the binary number is 1001 and it is 2! < +1 = 1001 and 0011 = 3,
the same sequence node interconnection we can find from the equation (2).

5. A consistent recurring sequence node interconnection is obtained from Table 1 and if we
compare it with Fig. 1, it shows that each node is connected with exactly four other nodes.

2.2. The bitwise left shift and addition method

PR OE

In this we expressed i in the form of binary bits and shifted its bits to the left one place and then added
1 to the shifted bits but to get the pattern j(i) should start from 0 in decimal and 0000 in binary, let
consider the function:

jrv@)=(«K1)+1 5)
Where (i « 1) is the one-bit left shift, below in Table 2 shifted bits and procedures are shown as an
example.
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. Node Connection
Decimal
, , , Pattern

Numbers J() Ji<<1) Ji<<1D+1

(0] 0000 0000 0001 1

1 0001 0010 0011 3

2 0010 0100 0101 5

3 0011 0110 o111 7

4 0100 1000 1001 9

5 0101 1010 1011 11

6 0110 1100 1101 13

A o111 1110 1111 15

Table 2 Node Connection Pattern using bitwise left shift operation.

In Table 2, the node connection pattern is obtained for 1, 3, 5, 7, 9, 11, 13, and 15, as shown in Josephus
Cube Fig. 1, where the sample of the sequence j(i) for 0 <i < 7 in decimal numbers and in binary
representation. This connection pattern is obtained by half operations compared to recursive/recursion
using the binary bit representation method where double of operations are required to obtain the same
connection patterns.

2.3. The bitwise XOR method

To change the binary representation of the interconnection, we can use the XOR method rather than
shifting.

jr) =0 @ 2M+1 (6)

Where n = [log,i] and the most important bits are flips during XORing with 2". To make sure the
rightmost bit is correctly moved, add 1.

2.4. The Difference Method

This method of representation of JC is based on addition, multiplication, and finally subtraction. Let's
consider the following function:

x=Mn+Dx*x n+1)+1 )
P=Xi = Xiy1 (8)
Where i > 1 and initially x; = 1

Here, to get the pattern, we assume that i must be minimum i = 1 otherwise, 1 will be lost from the
pattern.

1 3 5 7 9 11 13 15

0011 0101 1001 1011 1101 1111

— NS

Fig. 2. Josephus cube the binary and decimal node connection pattern

The model illustrated in Fig. 2. will be derived using all the methods for the binary and decimal node
interconnection patterns.
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3. Representation of the Connectivity Matrix of the Josephus Cube

Algorithms like Dijkstra’s shortest path, Spanning Tree, PageRank, and graph traversal benefited and
based on the connectivity matrix. The structure of JC’s connectivity matrix allows parallel execution of
these algorithms which improves efficiency in search, optimization, and machine learning applications.
In terms of load balancing the connectivity matrix helps to manage computational loads between
multiple processors in parallel computing environments [13] [14].

3.1. Vertex-to-Vertex Connectivity Matrix of the Josephus Cube

In Table 2, the connectivity matrix between the processors/nodes is shown, 1 if the processor is
connected, otherwise 0 in the connectivity matrix.

Jvo Jjvi Jjv, Jjvs Jva Jjvs Jve Jjvz
Jjvo 0 1 1 (0] 1 (0] (0] 1
jvq 1 o] o] 1 o] 1 1 0]
jv, 1 (o] o] 1 0] 1 1 (0]
Jjvs o 1 1 o 1 o o 1
jv, 1 o] o] 1 (0] 1 1 (0]
Jvs o 1 1 o 1 o o 1
Jjve 0 1 1 (0] 1 (0] (0] 1
jv, 1 o] 0 1 o] 1 1 0]

Table 3 vertex-to-vertex connectivity of Josephus Cube

In the vertex-to-vertex connectivity matrix, the node vectors show the complement and sequential
relationship as well, where [jv,, jv ], [jv,, jvs], [jvs, jvs], and [jve, jv,] are complementing each other.
We also observed the following properties from the above connectivity matrix of the Josephus Cube:

1. The above Josephus cube matrix is n * m matrix
2. Concurrent matrix

3. Tautology

4. Complement

A vector is a row and column in the connectivity matrix of the JC. Each row vector shows connectivity
between four nodes/ processors. There are 8 nodes and each node has four edges, therefore the density

of the matrix is (% * 100) 50%. The matrix has the node vector from jv, to jv, and each nodes have its
binary value shown in the connectivity matrix.

Lemma 1 The Matrix of Josephus cube is always n*m and in a Josephus cube matrix the row i is the
complement of the row (i + 1).

Proof: The adjacency matrix of the Josephus cube is shown in Table 2 and from the adjacency matrix
of the Josephus cube matrix the first row (i) = 01101001 and (i + 1) = 10010110. Here in the first
row (i) bit 0 is 1 at the row i + 1 similarly

1iso0
1iso0
ois1
1iso0
ois1
ois1
1iso
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Which is the complement of each other.

Lemma 2 The connectivity of the Josephus Cube is the bitwise binary complements of node vectors
and each node vector has a complement degree of 4.

Proof: Consider the vertex-to-vertex connectivity of Josephus Cube in the Table 3. We know that
vector is a row and column in the connectivity matrix of the JC where by considering row and column
vectors has the following bitwise complement of vectors:

(a) jvy = 01101001 The binary complements of the vector jv, are jv; = 10010110,
jv, = 10010110, jv, = 10010110, jv, = 10010110

(b) jv; = 10010110 The binary complements of the vector jv, are jv, = 01101001,
jvs = 01101001, jvs = 01101001, jv, = 01101001

(¢) jv, = 10010110 The binary complements of the vector jv, are jv, = 01101001,
jvs = 01101001, jvs = 01101001, jv, = 01101001

(d) jvs = 01101001 The binary complements of the vector jv, are jv; = 10010110,
jv, = 10010110, jv, = 10010110, jv, = 10010110

(e) jv, = 10010110 The binary complements of the vector jv, are jv, = 01101001,
jvs = 01101001, jvs = 01101001, jv, = 01101001

(f) jvs = 01101001 The binary complements of the vector jvg are jv; = 10010110,
jv, = 10010110, jv, = 10010110, jv, = 10010110

(g) jvs = 01101001 The binary complements of the vector jv, are jv; = 10010110,
jv, = 10010110, jv, = 10010110, jv, = 10010110

(h) jv; = 10010110 The binary complements of the vector jv, are jv, = 01101001,
jvs = 01101001, jvs = 01101001, jv, = 01101001

Hence, it is proved that each node vector has a binary complement with degree 4. Performing
mathematical Logical ‘OR’ operations on given vectors we can get tautology, which validates and verifies
the lemma.

Lemma 3: The connectivity matrix of the Josephus cube JC(n), let jv; be the i** row vector,
representing links of nodes i, then all nodes i holds the following property:

(a) Mutual connection symmetry
(b) Self-symmetry
(¢) Complementary vector

Proof: Let consider the Fig.1, As we know that JC interconnected network is an undirected graph where
edges are bidirectional, so that if /C[i] is connected to JC[j], then JC[j] is connected to JC[i]i.e. JC[i][j] =
JC[j1[i] = 1 that is nothing but it is Mutual connection symmetry. The property or structure of JC
interconnection network where entire structure should be invariant. Technically holding same number
of neighbours connected through edges by each node implies self-symmetry that is structurally identical
and offers communication uniformity between nodes/processors.

Let G = (V,E) be an undirected graph, and a graph is self-symmetric if two nodes u, v € V.

A complementary vector is a vector where each vector has a minimum of at least one complement that
is shown in Table 1 of the connectivity matrix and proved complement in lemma 1 and lemma 2.

Lemma 4 The set of row vectors {jvy, jv1}, Vs, jVs}, Vs, jUst Ve, jV73 UVos JV23 UVos jV4 ) Vo,
Jv73, v, jvst, v, just, v, jvet, Uva, jvs) Uva, jveks vs, jvat, {vs, jvo}, {jvs, just, {jvs, jve) and
{jvs, jv,} hold the binary relation and tautology in the vertex-to-vertex connectivity of the Josephus
Cube.

Proof: A well-defined formula and rules of inference, where the logical statement may be either true
or false, known as a tautology. The tautology is based on mathematical logical operations. Let us
consider the vector values of Table 3 for a given set and perform logical ‘OR’ operation between them:

{jvo V jv,} = (01101001 v 10010110) = 11111111
{jv, V jvs} = (10010110 v 01101001) = 11111111

{jv, vV jvs} =(10010110Vv 01101001) = 11111111
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{jve V jv,} = (01101001 v 10010110) = 11111111
{jve V jv,} = (01101001 v 10010110) = 11111111
{jve V ju,} = (01101001 v 10010110) = 11111111
{jve V jv,} = (01101001 v 10010110) = 11111111
{jv, V jvs} = (10010110 v 01101001) = 11111111
{jv, V jvs} = (10010110 v 01101001) = 11111111
{jv, V jve} = (10010110 v 01101001) = 11111111
{jv, V jus} = (10010110 v 01101001) = 11111111
{jv, V jug} = (10010110 v 01101001) = 11111111
{jvs V ju,} = (01101001 v 10010110) = 11111111
{jvs V jv,} = (01101001 v 10010110) = 11111111
{jv, V jvs} = (10010110 v 01101001) = 11111111
{jv, V jve} = (10010110 v 01101001) = 11111111
{jve V jv,} = (01101001 v 10010110) = 11111111

There are total of 17 sets of vectors, after performing logical ‘OR’ operation between the given sets, each
set holds tautological properties and binary relation of an interconnection network. The ‘OR’ operation
gives the tautology that is useful in the communication network for error checking, data verification,
and encryption.

Lemma 5 The binary complements hold symmetrical, dual, or inverse relationships of an
interconnection network topology.

Proof: Since the binary complements maintain and ensure uniform connectivity between
nodes/processors that it makes routing paths balanced. If any node fails, the binary complement of
nodes will act as a backup in parallel and distributed execution. Let us consider the binary values of two
vectors of the vertex-to-vertex connectivity matrix:

jv, = 01101001
jv, = 10010110

The vector jv, holds the complement binary values in the vector jv, and vice versa, that is also dual or
inverse to each other, hence it is proved. The complements of nodes used for reducing the choke point
of network traffic by managing the load effectively.

3.2. Edge-to-Edge connectivity Matrix and Chordal ring Sets of Josephus Cube

In the context of Josephus Cube Chordal Ring is a special type of an Interconnection network [9]. There
are 16 edges in a given JC fig.1. Edge-to-edge connectivity matrix is shown in Table 4 below. It is used
for the implementation of a local small network of interconnected processors.

Ed, 1 1 1 1 O O o o o0 o 1 (0] (0] 0] 1 1
Ed, 1 1 1 1 1 1 1 (0] (0] (0] (0] (0] (0] (0] (o) (o)
Ed; 1 1 1 1 O O o o o0 o (0] 1 1 1 (0] (0]
Ed, 1 1 1 1 (o) (o) o 1 1 1 (o) (o) (o) (o) (o) (o)
Ed; o 1 O o0 1 1 1 1 0O O 0] 0] 0] 1 (0] 1
Ed, o 1 o o 1 1 1 o 1 o] o] o] 1 o] 1 o]
Ed, o 1 (0] (0] 1 1 1 O o 1 1 1 (0] (0] (0] (0]
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Edg O (0] (0] 1 1 (0] (0] 1 1 1 (0] (0] (0] 1 (0] 1
Edy O (0] (0] 1 (0] 1 (0] 1 1 1 (0] (0] 1 (0] 1 (0]
Ed,, O o o 1 0 0] 1 1 1 1 1 1 0 0] 0] 0]
Edy; 1 (0] (0] (0] (0] (0] 1 (0] (0] 1 1 1 (0] (0] 1 1
Ed,, O (0] 1 (0] (0] (0] 1 (0] (0] 1 1 1 1 1 (0] (0]
Edy; O (0] 1 (0] (0] 1 (0] (0] 1 (0] (0] 1 1 1 1 (0]
Ed,y O (0] 1 (0] 1 (0] (0] 1 (0] (0] (0] 1 1 1 (0] 1
Eds 1 (0] (0] (0] (0] 1 1 (0] 1 (0] 1 (0] 1 (0] 1 1
Ede 1 o o o] 1 O o 1 0 0 1 0 0 1 1 1

Table 4 Edge-to-edge connectivity of a Josephus cube

The above connectivity matrix shows all possible connections between the edges of JC. The basic
characters of JC lie in sets with the property of a chordal ring [11]. The number of bits in the row vector
shows the connectivity with other edges through nodes/processors which is also the density of

connectivity in the JC processors. Each row and column vector has connectivity with 7 other edges

including self-edge. The density of the connectivity matrix is ((16—*7) * 100) 43.75%. The binary value of

16x16
row vectors and corresponding column vectors are the same e.g. Ed; = 1111000000100011.

Here, the Chordal ring sets have been given Ed,, Ed,, Ed;, Ed,, Eds, Ed,,, Ed,, and Ed,; subsequently.
Set plays an important role in the efficient and smooth routing process between edges and nodes.

Ed, = {Ed,, Edy, Eds, Ed,)
Ed, = {Ed,, Ed,, Eds, Ed,), Ed, = {Edy Eds, Ed,, Edg}, Ed, = {Eds, Ed,, Eds, Edg)

Ed, = {Ed,, Eds, Edg, Ed,}

Edy = {Ed,, Edy, Eds, Ed,)

Ed, = {Ed,, Edy, Eds, Ed,)

Edg = {Eds, Edg, Ed,, Edg)

Edyo = {Ed,, Edg, Edo, Edyo}, Edyy = {Edg, Edo, Edyo, Edyy}, Edyg = {Edo, Edyg, Edyy, Edyy}
Edy, = {Edyo, Edyy, Edyy, Edys), Edyy = (Edyy, Edyy, Edys, Edyy)

Edys = {Edyy Edys) Edy,, Ed,s)

The sets Ed,, Ed,, Eds, Ed, Eds, Edyy, Ed,, and Ed,; are Josephus sequence, where the set of
connectivity links allows neighbour path discovery and routing. Set provides a structured model for
links and parallel processing [6]. The set-theoretic and mathematical logical operations on the set of
connectivity links give the common paths (for multiple routing) and alternative paths in the routing of
the JC interconnection network [16].

Lemma 6: The chordal ring structure in a Josephus Cube of an interconnection network is defined by
its edge-based sets (links) and is node exclusive:

(a) The participation of a node may be in multiple chordal rings
(b) But a chordal ring can be defined by the logical subset of edges, and not by a subset of disjoint
nodes.

Proof: By definition 4 in JC, further links which are used for long-range connections can be derived
through permutations, and they are cyclic and should not divide into exclusive sets. If Ed; c Ed is a set
of chords (edges), then the cyclic structure of chords Ed;, c Ed; where k indexes the ring.

Edges in the JC can be part of many chordal edge sets, as shown in the above sets
Ed,, Ed,, Eds, Ed,, Eds, Ed,o, Ed,,, Ed,3 and nodes can also occur in many edge-defined rings. Another
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way we can say that the edges Ed; can be divided into subsets of Ed;

., Ed;, ... Ed; where Ed;, creates a
ring structure, hence the lemma holds.

4. Conclusion and Future Scope

In specific, we have presented methods and a graph model of the Josephus Cube, e.g. the bitwise left
shift and addition method, the bitwise XOR method, and the Difference Method. We have also shown
the connectivity matrix and proved complements between node vectors/processors. Complements of
vector help to find backup and lost data during the routing and communication process. This study will
allow us to investigate the reliability of systems in complex computational environments and will help
to develop efficient, cost-effective algorithms and mechanisms as well. In the future, applying this study
will help to embed various AI Techniques that allow parallel execution of algorithms, improving
efficiency in search, optimization, and machine learning applications to enhance the processing and
communication computation efficiently.

Declarations
e Conflict of Interest: The authors declare no conflict of interest.

¢ Competing Interests: On behalf of all authors, the corresponding author states that there
are no competing interests.

¢ Funding Information: No funding was received for this research. Funding information is
not applicable.

¢ Author Contributions: Rakesh Kumar Katare supervised the whole research work.
Surya Prakash Pandey conceptualized the original idea, wrote the manuscript, conducted
reviewing, referencing, and carried out revisions. Charvi K assisted in drafting the manuscript,
reviewing, and referencing. Arnav Shrivastava and Divyansh Tiwari contributed to the
reviewing and referencing of sources.

¢ Data Availability Statement: Not applicable.
¢ Research Involving Human and/or Animals: Not applicable.
¢ Informed Consent: All authors have given their consent for the publication of this work.

References

[1] Qi He, Yan Wang, Jianxi Fan, Baolei Cheng, Vertex-independent spanning trees in complete
Josephus cubes, Theoretical Computer Science, Volume 1025, 114969 (2025).
https://doi.org/10.1016 /j.tcs.2024.114969

[2] Zhaoman Huang, Mingzu Zhang, Chia-Wei Lee, Connectivity and diagnosability of the complete
Josephus cube networks under h-extra fault-tolerant model, Theoretical Computer Science,
Volume 1020, 114925, (2024). https://doi.org/10.1016/j.tcs.2024.114925

[3] Peter K.K. Loh, Wen Jing Hsu, The Josephus cube: A novel interconnection network, Parallel
Computing, Volume 26, Issue 4, Pages 427-453, (2000). htips://doi.org/10.1016/S0167-
8191(99)00111-8

[4] Sufang Liu, Zhaoman Huang, Yueke Lv, Chia-Wei Lee, Evaluating the reliability of complete
Josephus cubes under extra link fault with the optimal solution of the edge isoperimetric problem,
Theoretical Computer Science, Volume 1030, 115064, (2025).
https://doi.org/10.1016/j.tcs.2025.115064

[5] He, Q., Wang, Y., Fan, J. et al., Parallel construction of edge-independent spanning trees in
complete Josephus cubes. J Supercomput 81, 334 (2025). https://doi.org/10.1007/s11227-024-
06784-5

[6] Yi-Jiun Liu, James K. Lan, Well Y. Chou, Chiuyuan Chen, Constructing independent spanning
trees for locally twisted cubes, Theoretical Computer Science, Volume 412, Issue 22, Pages 2237-
2252, (2011) https://doi.org/10.1016/j.tcs.2010.12.061

[7] Lu, L., Zhou, S., Conditional Diagnosability of Complete Josephus Cubes. In: Hsu, CH., Li, X.,
Shi, X., Zheng, R. (eds) Network and Parallel Computing. Lecture Notes in Computer Science, vol
8147. Springer, Berlin, Heidelberg, (2013). https://doi.org/10.1007/978-3-642-40820-5 19

Copyright © 2024 by Author/s and Licensed by JISEM. This is an open access article distributed under the Creative Commons 1474

Attribution License which permitsunrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.



Journal of Information Systems Engineering and Management
2025, 10(3)

e-ISSN: 2468-4376

https://www.jisem-journal.com/ Research Article

[8] P.K. K. Loh, H. Schroder and W. I. Hsu, "Fault-Tolerant Routing on Complete Josephus Cubes,"
Australasian Computer Systems Architecture Conference, Gold Coast, Queensland, Australia,
Pp- 95, (2001). https://doi.org/10.1109/ACAC.2001.903366

[0] Arden and Hikyu Lee, "Analysis of Chordal Ring Network," IEEE Transactions on Computers,
vol. C-30, no. 4, pp. 291-295, (1981). https://doi.org/10.1109/TC.1981.1675

[10] R.L. Graham, D.E. Knuth, O. Patashnik, Concrete Mathematics, Addison-Wesley, Reading,
Wokingham, (1992).

[11] Sun, Y., & Xu, J. Topology Properties of Chordal Rings and Their Applications in Parallel
Networks, IEEE  Transactions on Computers, 54(11), 1361—1373, (2005).
https://doi.org/10.1109/TC.2005.189

[12] Jing Jian Li, Bo Ling, Symmetric graphs and interconnection networks, Future Generation
Computer Systems, Volume 83, Pages 461-467, ISSN 0167-739X, (2018).
https://doi.org/10.1016/j.future.2017.05.016

[13] Sying-Jyan Wang, Load-Balancing in Multistage Interconnection Networks under Multiple-Pass
Routing, Journal of Parallel and Distributed Computing, Volume 36, Issue 2, Pages 189-194, ISSN
0743-7315, (1996). https://doi.org/10.1006/jpdc.1996.0099

[14] Pandey, Surya Prakash, Katare, Rakesh Kumar. Application of Fixed-Point Algorithm in Parallel
Systems, International Journal of Computer Sciences and Engineering, Vol.6, Issue 6, (2018).
https://doi.org/10.26438/ijcse/v6i6.714719

[15] Singh, M., Singh, R.N., Srivastava, A.K.et al Structural Relationship of Interconnection
Network. SN COMPUT. SCI. 4, 551 (2023). https://doi.org/10.1007/s42979-023-01965-0

[16] J.P. Tremblay, R. Manohar, Discrete Mathematical Structures with Applications to Computer
Science, Tata McGraw Hill Edition (1997).

Copyright © 2024 by Author/s and Licensed by JISEM. This is an open access article distributed under the Creative Commons 1475

Attribution License which permitsunrestricted use, distribution, and reproduction in any medium, provided the original work is

properly cited.



