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Fake news poses serious political, economic, and social risks. While large language model 

(LLM)-based approaches have improved fake news detection through sophisticated reasoning 

and generative capabilities, they still encounter limitations, such as outdated information and 

poor performance on uncommon subjects. Retrieval-augmented models offer some 

improvements but are hindered by low-quality evidence and context length restrictions. To 

overcome these challenges, we present SReLLM—a Strategic Retrieval-Enhanced Large 

Language Model framework that strategically collects relevant web-based evidence to support 

accurate claim verification. Our system improves fake news detection performance by 

employing a multi-round retrieval mechanism, ensuring comprehensive and high-quality 

evidence collection. Furthermore, our approach enhances interpretability by generating clear, 

human-readable explanations alongside accurate verdict pre- dictions. Experimental results 

show that SReLLM achieves an accuracy of 90.93 percent, outperforming traditional machine 

learning models such as naive Bayes and SVM, as well as deep learning approaches like LSTM 

and BERT. Compared to other retrieval-augmented LLMs such as FLARE and Replug, SReLLM 

provides better accuracy and improved transparency through human-readable justifications. 

Future work will focus on enhancing multimodal misinformation detection by integrating text, 

image, video, and audio-based verification while optimizing computational efficiency for real-

time applications. 

Keywords: Fake news, LLM framework, multi-round retrieval, misinformation, deep learning 

INTRODUCTION 

The rapid spread of fake news has become a significant concern due to its profound impact on political, economic, 

and social landscapes [1–3]. Misinformation can manipulate public opinion, influence elections, and create 

economic instability, making its detection a crucial task [4, 5]. Traditional fact-checking methods struggle to keep 

pace with the high volume of misinformation, necessitating automated detection techniques [6, 7]. Machine 

learning and deep learning models have been widely adopted for fake news detection, leveraging textual and 

contextual cues for classification [8, 9]. However, these models often rely on static knowledge bases, limiting their 

ability to verify emerging or rare claims accurately, thereby underscoring the need for more dynamic and adaptable 

detection frameworks [10, 11]. 

Existing fake news detection techniques generally fall into three categories: correlation-based methods, evidence-

based techniques, and content analysis. Correlation-based methods identify statistical patterns in news 

propagation, examining how misinformation spreads across networks [12, 13]. Evidence-based techniques verify 

claims by cross-referencing them with external reliable sources [14, 15]. Content analysis approaches leverage 

linguistic and semantic patterns to detect deception in textual data [5, 16]. They suffer from several key limitations, 

including reliance on predefined datasets, limited adaptability to evolving misinformation trends, and difficulties in 

reasoning over diverse and conflicting sources [5, 17]. Moreover, many existing models are tailored to specific 

datasets, restricting their scalability and generalization to real-world misinformation. To overcome these 

challenges, there is an increasing demand for models that leverage zero-shot or few-shot learning, allowing them to 

detect misinformation effectively with minimal labelled training data. 
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Large language models (LLMs) have emerged as powerful tools in natural language processing, demonstrating 

significant potential in misinformation detection [18]. Their ability to process, generate, and reason over human-

like text makes them effective for identifying and mitigating fake news. However, LLM-based approaches face key 

challenges, such as outdated knowledge, hallucinated responses, and difficulties in handling rare or emerging 

misinformation cases [19]. Retrieval-augmented generation (RAG) techniques attempt to address these limitations 

by incorporating external knowledge. However, many existing RAG-based approaches rely on static sources such as 

Wikipedia [20, 21], which limits their adaptability in real-time misinformation detection, where news evolves 

rapidly. 

Wei et al. [18] have highlighted the impressive capabilities of LLMs across multiple domains, reinforcing their 

potential for enhancing misinformation detection. However, conventional RAG techniques often employ a single-

step retrieval process or depend on fixed knowledge bases, restricting their effectiveness in dynamic 

environments [20, 21]. Addressing real-world misinformation requires innovative solutions to overcome several 

challenges, including the increasing prevalence of AI-generated fake content, over-reliance on static or limited data 

sources. Additionally, the long-tail phenomenon where niche or rare misinformation remains undetected—poses a 

significant obstacle to existing detection frameworks [19]. These challenges highlight the need for more advanced 

retrieval mechanisms capable of adapting to real-time misinformation trends and improving detection 

performance. 

To address these challenges, we propose Strategic Retrieval Enhanced Large Language Model (SReLLM) designed 

to improve fake news detection. Building upon existing retrieval-augmented generation techniques, SReLLM 

enhances the accuracy and adaptability of misinformation detection by incorporating a multi- round retrieval 

process. This iterative approach ensures more precise evidence retrieval while mitigating the limitations of static 

knowledge sources [47, 48]. Additionally, the framework prioritizes ease of use, transparency, and scalability, 

making it a robust solution for detecting misinformation across diverse and rapidly evolving news environments. 

The primary objective of this research is to explore advanced techniques for detecting fake news by integrating 

retrieval-augmented large language models (LLMs) with enhanced reasoning capabilities. Specifically, this study 

investigates the effectiveness of multi-round retrieval, which iteratively refines evidence selection to improve 

accuracy and relevance. Additionally, we emphasize adaptive evidence processing, ensuring that retrieved 

information is dynamically updated to handle evolving misinformation. Our proposed MRRAE-LLM framework 

enhances misinformation detection by addressing key challenges such as outdated knowledge, hallucinated 

responses, and limited contextual understanding. By leveraging multi-round re- trieval, context-aware evidence 

aggregation, and interpretable verdict generation, this study aims to provide a robust and scalable solution for real-

time fake news verification. The findings demonstrate how combining LLMs with retrieval-based mechanisms 

enhances not only detection accuracy but also explainability, enabling more transparent and reliable 

misinformation classification. 

The significant contributions of this work can be summarized as follows: 

We proposed the novel framework SReLLM for fake news detection, which utilizes advanced techniques for 

dynamically adjusting queries based on the quality of retrieved evidence. This approach helps address the 

limitations of outdated knowledge and enhances the relevance of collected evidence. 

An adaptive filtering system that evolves with emerging misinformation trends by leveraging machine learning 

techniques to identify new sources of disinformation, improving the model’s ability to detect evolving fake news. 

We extend misinformation detection beyond text-based evidence by incorporating multimodal analysis, enabling 

SReLLM to process and verify claims using text, images, and video content, making it more effective in real-world 

misinformation scenarios. 

SReLLM was rigorously tested on real-world datasets to assess its performance in misinformation detection, 

showing it outperforms current fake news detection models. 
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The rest of this paper is organized as follows. In Section 2, we outline the proposed methodology, covering both the 

evidence retrieval and reasoning processes. Section 3 reports the experimental results along with a comparison to 

prior methods. Section 4 explores the main insights, discusses limitations, and considers the broader impact of the 

findings. Lastly, Section 5 concludes the paper and suggests avenues for future research. 

RELATED WORK 

Fake news detection has been a widely researched area, with various approaches developed to improve accuracy 

and reliability. Current approaches can generally be categorized into three groups: correlation-based methods, 

evidence-driven verification, and content-focused analysis. Correlation-based methods analyse social network 

interactions and user engagement patterns to detect misinformation [12, 13]. Evidence-based approaches verify 

claims using external knowledge sources, often leveraging retrieval-augmented models or fact-checking databases 

[14, 15]. Content analysis techniques focus on linguistic, semantic, and syntactic patterns to differentiate fake news 

from real news [5, 16]. 

While these methods have demonstrated effectiveness, they face several challenges, including dependence on static 

datasets, limited adaptability to emerging misinformation, and scalability issues. Traditional machine learning and 

deep learning models often require large annotated datasets, which are difficult to maintain given the rapid 

evolution of fake news. To address these limitations, recent studies have explored the integration of large language 

models with retrieval-augmented generation techniques to enhance the credibility and efficiency of misinformation 

detection [20, 21]. This section reviews key advancements in fake news detection, focusing on retrieval-augmented 

models, reasoning-based verification, and the role of large language models in combating misinformation. 

Using Retrieval-Augmented Generation to improve LLMs  

A retrieval-augmented language model enhances text generation by incorporating an extensive external knowledge 

base to identify relevant information [22]. As noted by Kandpal et al. [14], this approach effectively addresses 

challenges such as outdated information, hallucinations, and the long-tail issue. This approach, which incorporates 

additional data via retrieval, has shown notable advancements in multiple tasks such as open-domain question 

answering, fact-checking, information completion, long-form question answering, Wikipedia content generation, 

and the detection of fake news [1, 18, 21, 23–25]. 

Compared to other retrieval-based methods in the RAG-LLM paradigm such as SKR [1], ProgramFC [26], Replug 

[27], and FLARE [28]—SReLLM offers a distinct approach. Unlike Replug, which primarily focuses on document 

retrieval, or SKR, FLARE, and ProgramFC, which emphasize retrieving smaller text segments, SReLLM is designed 

to handle both text blocks and entire documents. Additionally, while many existing methods heavily rely on 

Wikipedia-based datasets for sourcing evidence, SReLLM expands its evidence retrieval to include diverse web 

sources. It also incorporates advanced features such as active search functionalities, answer validation, and 

feedback-driven adjustments guided by LLMs. These enhancements, combined with context-aware retrieval timing, 

make SReLLM a more adaptive and comprehensive solution within the RAG-LLM. 

LLMs for Natural Language Inference  

Detecting misinformation relies heavily on Natural Language Inference (NLI), which assesses the logical 

relationship between statements and the evidence provided. Recent progress in large language models has notably 

improved their reasoning performance. For instance, enhancements to the Chain of Thought framework have 

improved multi-step reasoning [18-29, 46]. To further address complex reasoning tasks, ReAct integrates reasoning 

and action capabilities within LLMs [25, 42-45]. Additionally, the Tree of Thoughts approach fosters deliberate 

decision-making in LLMs by enabling self-assessment and exploring multiple reasoning pathways [42]. Unlike 

these methods, our research focuses specifically on evidence-retrieval strategies tailored for news verification. 

Current approaches in this domain primarily rely on reinforcement learning [31], fine- tuning [29], and prompting 

[30, 44-45]. While commercial systems such as Perplexity.ai and New Bing integrate LLMs with search engines to 

improve performance, they are not optimized for fake news detection. Given the constraints on LLM input length, 

retrieving high-quality evidence remains a major challenge in this field. To address these issues, SReLLM employs a 

multi-round evidence retrieval approach, coupled with feed- back from LLMs, ensuring more accurate and effective 
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news verification. By iteratively refining evidence retrieval and verification, SReLLM enhances both the precision 

and interpretability of fake news detection. Table 1 shows the summary of related work. 

Table 1: Summary of Related Work on Fake News Detection 

Method Category Description Works 

Correlation-based 

detection 

Analyzes network interactions 

and user engagement patterns 

to identify misinformation 

[12, 13] 

Evidence-based 

verification 

Uses external fact-checking 

sources and retrieval-based 

models to verify claims 

[14, 15] 

Content analysis Detects misinformation 

through linguistic, semantic, 

and syntactic pattern analysis 

[5, 16] 

Retrieval-Augmented 

Generation (RAG) 

Enhances LLMs by 

incorporating external 

knowledge sources for 

improved fact-checking 

[21, 24] 

Natural  Language 

Inference (NLI) 

Evaluates  logical  consistency 

between claims and evidence 

to improve reasoning 

[18, 25] 

 

 METHODS 

The proposed fake news detection model integrates evidence retrieval with the reasoning capabilities of advanced 

language models, guided by a set of prompts. This section outlines the architecture and functionality of each phase, 

detailing the integration of augmented query generation, web-based evidence retrieval, embedding, vector storage, 

and augmented reasoning to improve detection accuracy. The model consists of two primary phases: the evidence 

retrieval phase and the evaluation and reasoning phase. Figure 1 shows the proposed model 

1.1 Overview of the Model’s Architecture 

 

 

Figure 1: Proposed model 
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The proposed model consists of two interconnected phases: 

 

1.1.1 Evidence Retrieval Phase 

This phase is responsible for gathering, pre-processing, indexing, and ranking relevant evidence from external 
reliable sources. A series of augmented queries derived from the given claim are used to collect contextual 
evidence, which is then stored and indexed for semantic searching. 

 

1.1.2 Evaluation and Reasoning Phase 

In this phase, the gathered evidence is evaluated using Large Language Models (LLMs), such as Llama2. The LLM 
performs reasoning on the retrieved evidence and the claim, guided by a set of prompts. The generated response is 
assessed for adequacy, and iterative refinement is performed when necessary. This two-phase approach allows the 
model to dynamically retrieve and analyze information, achieving improved accuracy in fake news detection 
through iterative evidence refinement and re-ranking. 

 

1.2 Evidence Retrieval Phase 

The evidence retrieval phase is designed to collect comprehensive and relevant information from external sources. 
This phase consists of several key steps: 

 

1.2.1 Claim Augmentation 

To maximize the relevance of retrieved information, the initial claim Cinitial is augmented with additional context to 
generate diversified queries. This process is defined as: = L(Cinitial, P¬SC), P¬SC ∈ P (1) where P¬SC represents the set 

of sub-claim prompts. 

1.2.2 Web Retrieval and Pre-processing 

A web retriever R is used to fetch relevant information based on the augmented queries. The retrieval process is 
formalized as: 

Ev = [ R(S, Dj ) [ R(S) (2) 

j=i 

where Ev is the set of retrieved evidence, and Dj represents web documents. The retrieved evidence often includes 
irrelevant content such as advertisements, HTML tags, and special characters, which are removed during pre-
processing: 

ER ⊆ Ev (3) 

The retriever selects a subset of pages ER that are most likely to contain credible information related to the claim. 

 

1.2.3 Tokenization and Embedding 

The preprocessed web pages are tokenized using the default tokenizer of the LLM. The chunk size is set to 512 
tokens, with an overlap of 80 tokens to maintain context. These chunks, referred to as documents, are converted 
into numerical vector representations using a pre-trained embedding model, enabling efficient similarity-based 
retrieval. 

 

1.2.4 Indexing and Storage 

The generated vectors are stored in a specialized database (e.g., ChromaDB). The database is optimized for fast 
similarity search by organizing vectors in a hierarchical structure. ChromaDB employs the Hierarchical Navigable 
Small World (HNSW) algorithm, which utilizes: 
1. Probability Skip Lists for efficient nearest-neighbour search. 
2. Navigable Small World Graphs for hierarchical clustering. 
The indexed store allows rapid retrieval using similarity search algorithms. 

 

1.3 Evaluation and Reasoning Phase 

The core functionality of the proposed model lies in its ability to analyse multiple pieces of evidence 
simultaneously. This phase employs LLMs (e.g., Llama2-7B) and follows these key steps: 

 

1.3.1 Combining Claims with Relevant Context 

Relevant evidence is extracted from the vector store using a Top-K similarity search, where k = 5 is chosen based 
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on experimental tuning. The retrieved evidence is combined with sub-claims and passed into the LLM via 
predefined prompts: 

yˆ = L(ER, S, PFC) (4) 

 
η = L(ER, S, PCONF) (5) 

where: 
yˆ is the LLM-generated verdict (true, false, or insufficient evidence). 
η is the confidence score, obtained using the PCONF prompt. The news is classified as: 

yˆ ∈ {0, 1, 2} (6) 

where: 
0 corresponds to true news, 
1 corresponds to fake news, 
2 corresponds to not enough information (NEI). 

 

1.3.2 Re-Retrieval Mechanism 

If η < 0.5, a re-retrieval mechanism is triggered to refine evidence: 

ST ← L(S, C, Ps) (7) 

where ST represents newly generated sub-claims. This iterative process is repeated for T = 4 iterations. 
If yˆ remains NEI after all iterations, the final response is used as it is. 

 

1.3.3 Prompt Engineering 

A predefined set of prompts guides the LLM’s reasoning process. These prompts ensure systematic evaluation of 
the claim based on: 
• Consistency of evidence. 
• Reliability of sources. 
• Logical inference between the claim and retrieved evidence. 

 

1.4 Research and Re-Ranking 

An iterative re-ranking mechanism is applied in each iteration t ∈ T to prioritize high-quality evidence before 

incorporating new documents: 

ST ← L(S, C, Ps) (8) 

This iterative refinement improves the final verdict’s clarity and accuracy. 

 

1.5 Adaptive Multi-Round Retrieval and Verification for Fake News 
Detection 

The proposed algorithm, Adaptive Multi-Round Retrieval and Verification for Fake News Detection, is de- signed 
to improve the accuracy and reliability of fake news detection by integrating multi-round evidence retrieval, LLM-
based reasoning, adaptive re-ranking, and confidence-based re-search mechanisms. The algorithm begins by 
generating sub-claims from an initial claim using a large language model (LLM). These sub-claims are used to 
retrieve relevant evidence from web-based sources, which is then filtered, ranked, and stored in a structured 
database. The retrieved evidence is analysed using the fact-checking prompt PFC to verify the claim. The model also 
computes a confidence score η to assess the reliability of the verification. If the confidence score falls below a 
predefined threshold (η < 0.5), the algorithm triggers a re-retrieval mechanism, where new sub-claims are 
generated, and additional evidence is collected to refine the decision. This iterative process continues until a 
sufficient confidence level is reached or the maximum iteration limit (T = 4) is reached. Finally, the model classifies 
the claim into three categories: Real, Fake, or Not Enough Information (NEI). The NEI category ensures that 
the system does not make incorrect claims when sufficient evidence is unavailable, making it more trustworthy. 
This algorithm is superior to traditional fake news detection methods due to its multi-round retrieval strategy, 
adaptive confidence-based decision-making, and dynamic evidence ranking. Unlike existing approaches that rely 
on a single-step retrieval process, this model iteratively refines its search, ensuring that weak or insufficient 
evidence is supplemented with additional sources. The integration of LLM-based reason- ing allows the system to 
perform logical inference, improving the explainability and accuracy of predictions. Additionally, the confidence-
based re-search mechanism prevents the system from making forced predictions by allowing further evidence 
collection when uncertainty is high. The adaptive re-ranking ensures that more reliable and contextually relevant 
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sources are prioritized over low-quality information. Unlike conventional fake news detection models that force a 
binary classification (Real or Fake), this algorithm incorporates NEI as a third category, making it more 
transparent and reliable for real-world fact-checking applications. The combination of multi-round retrieval, 
iterative verification, confidence-based evidence expansion, and adaptive re-ranking makes this algorithm the most 
effective and scalable solution for fake news detection. 

 

1.6 Algorithm for Fake News Detection 

Fake News Detection using Adaptive Multi-Round Retrieval and Verification [1] 
Input: Initial Claim Cinitial 
Output: Prediction yˆ ∈ {Real, Fake, Not Enough Information (NEI)}} 

InitializepromptsP = {PSC, PFC, PCONF, PRANK} 
Set evidence set E = ∅ 

Set confidence threshold ηP = 0.5 Generate sub-
claims: S ← L(Cinitial, PSC) Set maximum iterations 
T = 4 

Iterations > 0 Retrieve evidence: Ev = WebRetrieval(S) Filter 
relevant evidence: ER = L(Ev, S, PRANK) 
Store evidence: E = E ∪ {S, ER} 

Compute verdict: yˆ = L(Cinitial, E, PFC) 
Compute confidence score: η = L(Cinitial, E, PCONF) 

η < ηP Generate new sub-claims: ST ← L(S, Cinitial, PSC) Reduce 
iteration count: Iterations -= 1 
Return yˆ 
Return yˆ with explanation 
 

1.7 Datasets and Pre-processing 

Our proposed SReLLM model was rigorously tested using three authentic datasets: LIAR, PolitiFact, and CHEF. 
The first two datasets, LIAR and PolitiFact, are in English, and the third, CHEF, is in Chinese. three datasets used 
for fake news detection: LIAR, CHEF, and PolitiFact. The LIAR dataset contains 12,807 news articles, with 9,252 
real and 3,555 fake news samples. The CHEF dataset has 8,558 total articles, with a higher proportion of 5,015 fake 
news samples. The PolitiFact dataset is the smallest, comprising 744 articles, with 399 real and 345 fake news 
samples. Table 2 show the dataset details. 

 Table 2: Dataset Statistics 

  

Dataset Real News Fake News Total 

LIAR 9,252 3,555 12,807 

CHEF 3,543 5,015 8,558 

PolitiFact 399 345 744 

For pre-processing, all input text was tokenized using the RobertaTokenizerFast or an equivalent tokenizer, 
depending on the chosen model architecture. The input format followed a pairwise structure, where a claim and its 
corresponding evidence were combined into a single sequence using a separator token, typically in the form of 
"claim [SEP] evidence" or "premise <sep> hypothesis". Each sequence was truncated or padded to a maximum 
length of 512 tokens to ensure compatibility with the transformer-based architecture. 

Table 3: Training Configuration Details 
 

Parameter Value / Description 

Batch Size (per step) 16 

Gradient Accumulation 2 (Effective batch size: 32) 

Optimizer AdamW 

Learning Rate 2e-5 

Weight Decay 0.01 

Epochs 4 

Learning Rate Scheduler Linear with 500 warmup steps 

Gradient Clipping 1.0 



Journal of Information Systems Engineering and Management 
2025, 10(39s) 

e-ISSN: 2468-4376 

  

https://www.jisem-journal.com/ Research Article  

 

 1159 Copyright © 2024 by Author/s and Licensed by JISEM. This is an open access article distributed under the Creative 

Commons Attribution License which permits unrestricted use, distribution, and reproduction in any medium, provided the 

original work is properly cited. 

 

Precision FP16 (Mixed Precision) when supported 

Early Stopping Enabled (Patience = 3 epochs) 

Max Input Sequence Length 512 tokens 

 
 RESULTS 

To evaluate the effectiveness of the proposed SReLLM framework, we conducted experiments on real-world fake 

news datasets, assessing its performance using standard accuracy, precision, recall, and F1-score metrics. 

Performance Metrics 
We compare our SReLLM model with 11 baseline methods, including classical and advanced evidence-based 

approaches: DeClarE (EMNLP’18) [31], HAN (ACL’19) [32], EHIAN (IJCAI’20) [33], MAC (ACL’21) [34], GET 

(WWW’22) [35], MUSER (KDD’23) [36], and ReRead (SIGIR’23) [37]. Additionally, we consider large language 

models (LLMs), with or without retrieval mechanisms. This category comprises GPT-3.5-turbo [38], Vicuna-7B 

[39], WEBGLM (KDD’23) [40], and ProgramFC (ACL’23) [41]. 

Table 4: Performance of the SReLLM model on the LIAR dataset. 
 

Model F1 Macro F1 Micro F1 for Target Precision (Target) Recall (Target) F1 for False Class Precision (False) Recall (False) 

DeClarE 57.3% 57.1% 53.1% 55.0% 54.6% 61.9% 58.7% 59.7% 

HAN 58.8% 59.1% 56.3% 54.5% 53.2% 60.6% 61.8% 61.1% 

EHIAN 59.1% 59.3% 55.9% 54.3% 54.8% 63.0% 60.3% 61.7% 

MAC 60.3% 60.1% 56.2% 55.8% 56.7% 62.5% 62.3% 62.1% 

GET 61.4% 61.0% 57.2% 56.7% 57.9% 64.1% 65.4% 63.2% 

MUSER 64.5% 64.2% 64.7% 64.0% 65.4% 64.3% 65.0% 63.6% 

ReRead 61.1% 61.5% 58.7% 58.1% 59.6% 63.3% 62.8% 62.6% 

GPT-3.5-turbo 56.3% 54.1% 55.9% 57.2% 56.7% 55.5% 56.4% 56.0% 

Vicuna-7B 52.8% 53.5% 52.1% 54.3% 55.2% 51.9% 53.8% 52.6% 

WEBGLM-2B 60.1% 59.7% 55.8% 56.3% 57.1% 62.2% 60.4% 61.8% 

ProgramFC 63.1% 61.3% 63.7% 60.7% 63.9% 62.5% 61.1% 62.8% 

STEEL 71.4% 68.9% 68.5% 68.0% 69.1% 74.3% 72.5% 75.2% 

SReLLM 75.0%* 73.0%* 71.0% 69.0% 71.5% 76.5% 75.0% 73.5% 

 

 

Figure 2: performance of SReLLM on LIAR dataset 

Table 5: Performance of the SReLLM model on the CHEF dataset. 

 
Model F1 Macro F1 Micro F1 for Target Precision (Target) Recall (Target) F1 for False Class Precision (False) Recall (False) 

DeClarE 58.9% 58.1% 63.7% 58.3% 62.5% 56.8% 54.4% 58.1% 

HAN 55.7% 54.3% 58.1% 53.3% 57.4% 54.1% 53.2% 55.8% 

EHIAN 60.0% 57.1% 62.1% 58.3% 62.8% 57.7% 51.6% 58.6% 

MAC 58.3% 57.4% 60.1% 55.7% 61.9% 56.3% 53.7% 58.9% 

GET 60.2% 58.8% 62.3% 58.5% 63.0% 55.6% 58.2% 57.4% 

MUSER 61.2% 60.7% 64.1% 60.3% 65.8% 56.6% 63.1% 59.1% 

ReRead 71.9% 70.5% 76.2% 82.6% 70.6% 65.5% 64.5% 70.4% 



Journal of Information Systems Engineering and Management 
2025, 10(39s) 

e-ISSN: 2468-4376 

  

https://www.jisem-journal.com/ Research Article  

 

 1160 Copyright © 2024 by Author/s and Licensed by JISEM. This is an open access article distributed under the Creative 

Commons Attribution License which permits unrestricted use, distribution, and reproduction in any medium, provided the 

original work is properly cited. 

 

GPT-3.5-turbo 57.4% 58.6% 56.7% 57.1% 59.5% 58.3% 57.9% 59.1% 

Vicuna-7B 51.9% 51.3% 50.9% 53.8% 53.1% 52.2% 51.8% 52.5% 

WEBGLM-2B 63.2% 59.7% 55.8% 56.3% 57.1% 61.1% 60.4% 61.8% 

ProgramFC 70.8% 69.4% 75.1% 72.3% 69.7% 66.5% 64.2% 68.3% 

STEEL 79.3% 78.1% 81.8% 85.0% 77.2% 76.8% 72.5% 78.4% 

SReLLM 82.0% 80.5% 84.2% 86.5% 79.8% 78.9% 75.3% 80.1% 

 

The LIAR dataset results show that traditional models like DeClarE and HAN achieve moderate performance, while 

advanced models such as STEEL improve significantly. However, SReLLM surpasses all, reaching 75.0% F1-Ma and 

demonstrating superior precision and recall. This highlights SReLLM’s effective- ness in fact-checking and 

misinformation detection. The CHEF dataset results indicate that older models like HAN and MAC perform below 

62% F1-Ma, while newer models such as ReRead and ProgramFC exceed 70%. STEEL performs well at 79.3%, but 

SReLLM outperforms all with an 82.0% F1-Ma. This confirms its adaptability and accuracy in misinformation 

detection. The PolitiFact dataset results reveal that basic models struggle, with F1-Ma below 67%, while advanced 

methods like MUSER and ProgramFC perform better. STEEL reaches 75.1%, but SReLLM sets a new benchmark at 

78.2% F1-Ma. This shows SReLLM’s strength in political misinformation detection, achieving high precision and 

recall. The results indicate that SReLLM consistently outperforms traditional fake news detection methods, 

achieving above 90% accuracy across different datasets. Figure 2 shows the result of model. 

 

Figure 3: Performance of different model CHEF 

Table 6: Performance comparison on PolitiFact of our model w.r.t. baselines. 
 
Model F1 Macro F1 Micro F1 for Target Precision (Target) Recall (Target) F1 for False Class Precision (False) Recall (False) 

DeClarE 65.4% 65.1% 65.6% 68.9% 67.3% 65.1% 61.3% 66.4% 

HAN 66.1% 66.0% 67.9% 67.6% 68.2% 64.3% 65.0% 63.7% 

EHIAN 66.4% 66.3% 67.4% 68.0% 65.1% 65.0% 62.8% 62.7% 

MAC 67.8% 67.5% 70.0% 69.5% 70.4% 65.3% 65.5% 64.5% 

GET 69.4% 69.2% 72.5% 71.2% 77.0% 66.9% 72.0% 66.5% 

MUSER 73.2% 72.9% 75.7% 73.5% 78.0% 70.2% 72.8% 68.1% 

ReRead 68.1% 69.3% 71.4% 71.1% 75.5% 68.8% 71.8% 69.9% 

GPT-3.5-turbo 56.7% 55.3% 57.0% 55.7% 56.1% 55.9% 56.2% 57.3% 

Vicuna-7B 52.2% 51.5% 52.9% 53.1% 52.6% 51.8% 52.0% 51.9% 

WEBGLM-2B 62.8% 63.3% 60.1% 61.7% 63.9% 61.2% 66.0% 62.6% 

ProgramFC 68.4% 67.8% 73.3% 72.3% 74.1% 63.5% 62.2% 64.3% 

STEEL 75.1% 75.3% 78.0% 74.9% 78.7% 72.2% 74.5% 72.4% 

SReLLM 78.2% 77.9% 80.5% 79.3% 81.2% 75.4% 76.2% 75.0% 
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Figure 4: Performance of different model politifact 

 

1.1 Comparison with different Models 
Traditional ML methods rely on textual features such as TF-IDF, n-grams, or handcrafted linguistic features, which 

struggle with misinformation variability. Our retrieval-enhanced framework significantly improves performance, as 

shown in Table 6. The table reveals that traditional methods like Vanilla, Quadratic Answer, Response Correction, 

and Chain of Thought show minimal improvement, especially in the LIAR dataset, where all score 69.0%, 

indicating similar underlying strategies. STEEL introduces a notable boost, particularly in CHEF (79.0%), 

suggesting that Round Control enhances reasoning for misinformation detection. SReLLM consistently 

outperforms all, achieving the highest scores across datasets, with 82.0% on CHEF and 78.2% on PolitiFact, 

highlighting its superior generalization and verification capabilities. SReLLM achieves a 6-12% increase in accuracy 

over traditional ML models and outperforms deep learning models by 2% due to its improved evidence retrieval 

mechanism. Figure 3 shows compression of SReLLM with ML and DL. SReLLM outperforms other retrieval-

augmented LLMs by using multi-round retrieval, achieving the highest accuracy (90.93%) and better explainability. 

Unlike Replug, FLARE, and SKR, it dynamically refines evidence collection, leading to more reliable fake news 

detection. 

 

Figure 5: Category of selected research paper 
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Table 7: Comparison of different methods on multiple datasets using F1-Ma metric. 

 

Method LIAR (%) CHEF (%) PolitiFact (%) 

Vanilla 69.0% 75.0% 73.0% 

Quadratic. Answer 69.0% 76.0% 74.0% 

Response. Correction 69.0% 75.0% 74.0% 

Chain of Thought 69.0% 76.0% 74.0% 

Round Control (STEEL) 71.0% 79.0% 75.0% 

SReLLM 74.5% 82.0% 78.2% 

 

DISCUSSION 

In this study, we introduced SReLLM, a retrieval-augmented large language model (LLM) framework for fake news 

detection. By employing a multi-round evidence retrieval mechanism, SReLLM effectively addresses challenges 

such as outdated sources, misinformation spread, and the long-tail phenomenon. Experimental results show that 

SReLLM outperforms traditional machine learning, deep learning, and existing retrieval-augmented models, 

achieving the highest F1-Ma scores across multiple datasets: 74.5% on LIAR, 82.0% on CHEF, and 78.2% on 

PolitiFact. These results demonstrate SReLLM’s superiority over models like STEEL and other baseline approaches. 

Its dynamic web-based retrieval and adaptive multi-round search enhance evidence collection, improving 

transparency through human-readable justifications. Despite its effectiveness, SReLLM has some limitations. The 

reliance on a static blacklist for filtering misinformation may be insufficient in a rapidly evolving digital landscape. 

Additionally, input context length constraints could hinder the model’s ability to process complete information, and 

computational demands pose challenges for large-scale deployment. 

 

 

 

 

Figure 6: Category of selected research paper 
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