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The heart is an important organ required for human beings. It is also the main organ of the 

cardiovascular system which pumps the blood to the body. The Cardiovascular disease (CVD) is 

the dominant cause of human death worldwide. Therefore, there is an urgent need to develop 

precise and practical predictive tools for understanding and diagnosing this disease in advance. 

Owing to advancements in Machine Learning (ML) and Deep Learning (DL), the accuracy of 

CVD prediction has significantly increased. Therefore, it offers a groundbreaking potential for 

early disease identification and provides individual treatment for patients. In this study, the 

prominent models used in ML such as Logistic Regression (LR), Decision Trees (DT), Random 

Forest (RF), Support Vector Machine (SVM), and K-nearest neighbors (KNN), and important DL 

models in DL such as artificial neural networks (ANN), convolutional neural networks (CNN), 

and recurrent neural networks (RNN), were implemented, compared, and critically analysed. By 

comparing and analysing different existing models, it is proposed that, by using multimodal data 

and hybrid models, the accuracy can be increased to the next highest benchmark. The paper 

concludes that the RF and DT models performed extraordinarily well with an accuracy of 98.5% 

for the dataset used in the present study. 

Keywords: Artificial intelligence, machine learning, deep learning, cardiovascular disease, 

hybrid models, multimodal data, evaluation metrics, heart disease. 

 

1. Introduction 

Cardiovascular disease (CVD) is the dominant cause of human being deaths worldwide [1, 2], including in India 

[3], causing 17-18 million deaths roughly every year, representing about 32% of the annual worldwide fatalities. 

Therefore, there is an immediate and urgent need for accurate and early prediction of CVD. It also reduces health 

care costs and resources. Traditional diagnostic methods for diagnosing the disease have been used to determine 

CVD conditions. The lack of availability of shared datasets and the limited computational power are other reasons 

for this. 

Currently, the availability of larger datasets and increased computational power combined with advancements in 

the Machine Learning (ML) and the Deep Learning (DL) techniques have revolutionized the predictive landscape. 

Accurate results can be obtained by enabling models to uncover complex nonlinear patterns in both simple and 

multimodal datasets. With the advent of various ML and DL models, it is challenging to determine the model that 

can be used to accurately predict CVD. In this study, a comparative analysis was performed for all of the most 

common ML and DL models, thus providing a path for future research and clinical implementation. The results were 

analyzed using the following criteria – Accuracy (A) , Receiver Operating Characteristics   Area Under Curve (ROC-

AUC), Precision (P), Recall (R), F1-Score (F1), and Confusion Matrix (CM). 

2. Methods 

The significant increase in mortality due to CVD emphasizes the importance of early detection to allow early 

guidance and management to reduce morbidity and mortality. Owing to further breakthroughs in Artificial 

Intelligence, ML and DL are now considered  superior resources in the Artificial Intelligence field for heart disease 
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prediction. These methods allow for the analysis of enormous datasets, identification of key complicated patterns, 

and assistance from healthcare providers for diagnosing at risk patients. 

2.1 Machine Learning Techniques for Heart Disease Prediction 

Machine Learning (ML) approaches are widely used to predict CVD risk. Risk is predicted by considering various 

health parameters that are typically available in the form of a dataset. Free datasets are available on Kaggle for this 

study. Commonly used ML models include logistic regression, decision trees, random forests, support vector 

machines, and K-nearest neighbors. 

2.1.1 Logistic Regression  

 Logistic Regression (LR) is the simplest and most common model used for predicting the heart disease. Instead, 

it is more useful for binary predictions, like presence or absence of CVD, given predictor factor variables. It assumes 

that the probability of a specific outcome can be modelled by a logistic function; therefore, it is interpretable and 

computationally efficient.  

The research done by Zulkiflee et al. (2021) used the LR to assess the probability of heart disease. They applied 

three techniques: Binary Logistic Regression (BLR), BLR paired with the Least Quartile Difference (LQD) method, 

and BLR paired with the Median Absolute Deviation (MAD) method. The dataset included 271 patients with 12 

characteristics. The MAD model delivered the best result (86.6%. Nevertheless, LR is a popular medical diagnostic 

method owing to its transparency and ease of implementation. [4] 

According to Anshori et al. (2022), LR is used to know the heart disease, based on patient medical records. 

Iteration 14 using the LR model yielded a prediction accuracy of 81.35% (0.02 s). [5] 

In another study by Kavya et al. (2023), where LR method was used, leveraging a dataset from Kaggle with over 

4,000 records and 15 attributes and achieving an accuracy of 88%. [6] 

Mathematically, the LR model calculates the probability 𝑃(𝑌 = 1 ∣ 𝑋) of the existence of heart related disease given 

a set of predictor variables. The probability was modelled using a sigmoid function, as shown in Equation 1. 

𝑃(𝑌 = 1 ∣ 𝑋) =
1

1+𝑒−𝑧                                   (1) 

Where 𝑧 represents a linear relationship of variables used to predict, as shown in Equation 2. 

𝑧 = 𝛽0 + 𝛽1𝑋1 + 𝛽2𝑋2 + ⋯ + 𝛽𝑛𝑋𝑛               (2) 

The parameters of the model are calculated using the Maximum Likelihood Estimation (MLE) approach, which 

maximizes the likelihood function: 

𝐿(𝛽) = ∏ 𝑃𝑚
𝑗=1 (𝑌𝑗   ∣   𝑋𝑗)𝑌𝑗(1 − 𝑃(𝑌𝑗   ∣   𝑋𝑗))(1−𝑗)      (3) 

where 𝑚 represents the total number of observations. 

Although LR has benefits, it also has limitations, specifically, its inability to manage nonlinear relationships or 

relationships between variables. Its predictive performance can be improved using polynomial features and 

interaction terms L1 (lasso) and L2 (ridge) regression. 

2.1.2 Decision Trees and Random Forests 

Decsion Trees (DT) is another popular model used to predict heart disease. The decision tree builds decision rules 

using a hierarchical partitioned approach for  the dataset based on feature values to make class predictions. Such a 

structure provides DT with high interpretability and performance. However, Random Forests (RF), which are an 

ensemble of DT, are known to  have better performance and accuracy  than a single decision tree because they reduce 

the risk of overfitting. 

Madhumita Pal et al. (2021) employed the RF algorithm to diagnose cardiac illness.. The dataset was obtained 

from Kaggle and contained 303 samples and 14 parameters, and it was written in Python Jupyter Notebook. The RF 
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algorithm achieved accuracy, sensitivity, and specificity of 86.904%, 90.558%, and 82.688%. Among several 

methods, RF performed the best in classifying heart diseases (diagnosis rate: 93.3%) . [7] 

The study done by Kellen et al. (2023) proposed an enhanced CVD prediction model using the RF algorithm, which 

outperforms other models such as K-nearest neighbors (KNN), Support Vector Machines (SVM), and LR. The model 

attained an accuracy of 99%,  which was significantly higher than that of any other model. The suggested model's 

excellent accuracy makes it an attractive option for early identification and avoidance of CVD. [8] 

Mathematically, a decision tree recursively splits the dataset into subsets using criteria such as Gini impurity or 

entropy. The impurity measure for node 𝑡  is given by Equation 4. 

𝐺𝑖𝑛𝑖(𝑡) = 1 − ∑ 𝑝𝑖
2𝑐

𝑖=1
   (4) 

where 𝑝𝑖  represents the proportion of instances belonging to class . Alternatively, entropy can be used as shown in  

Equation 5. 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑡) = − ∑ 𝑝𝑖
𝑐
𝑖=1 log 2 𝑝𝑖   (5) 

A split was chosen to minimize the weighted sum of impurities for the child nodes, calculated using Equation6. 

𝐺𝑎𝑖𝑛 = 𝐼𝑚𝑝𝑢𝑟𝑖𝑡𝑦𝑝𝑎𝑟𝑒𝑛𝑡 − ∑
∣𝑁𝑗∣

∣𝑁∣𝑗 𝐼𝑚𝑝𝑢𝑟𝑖𝑡𝑦𝑐ℎ𝑖𝑙𝑑𝑗
  (6) 

where ∣ 𝑁𝑗 ∣ represent  the number of occurrences in the child node  and ∣ 𝑁 ∣ is the total number of occurrences in 

the parent node. 

RF improves predictive accuracy and robustness by reducing overfitting. In RF, multiple DT are trained on 

bootstrapped samples of the dataset and predictions are aggregated through majority voting for classification, as 

shown in Equation 7. 

𝑌̂ = mode(𝑌1, 𝑌2, . . . , 𝑌𝑇)         (7) 

where 𝑌𝑡  represents the prediction of an individual decision tree  in the ensemble. 

DT offers simplicity and interpretability, whereas RF enhance the predictive performance by aggregating multiple 

models. Therefore, RF is  the preferred choice for medical diagnosis.  

2.1.3 Support Vector Machines 

Another powerful classification model for CVD is the support vector machine (SVM). SVM are more useful when 

the data are not linearly separable, because they can convert input features into a space with higher dimensions in 

which a separate hyperplane can be found. 

Mathematically, SVM computes the perfect hyperplane by solving the next optimization as given in Equation 8. 

min 
𝑤,𝑏

1

2
∣∣ 𝑤 ∣∣2 (8) 

subject to Equation 9. 

𝑦𝑖(𝑤 ⋅ 𝑥𝑖 + 𝑏) ≥ 1, ∀𝑖   (9) 

where 𝑤  is the weight.vector, 𝑏  is the bias. term, and  𝑦𝑖  i is the class label. For non linearly separatable data, 

SVMs use a kernel. function 𝐾(𝑥𝑖 , 𝑥𝑗) to project data into a greater dimensional space, enabling better separation. 

Linear, polynomial, radial basis function (RBF), and sigmoid kernels are among the most commonly utilized. The 

regularization parameter and kernel coefficient have a major impact on the model's performance. 

Vijayashree et al. (2018) suggested a machine learning framework for feature selection in heart disease 

classification, leveraging an upgraded Particle Swarm Optimization (PSO) algorithm coupled with an SVM classifier. 

By varying these parameters, an accuracy of 88.22% was achieved. [9] 
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The efficacy of Naive Bayes, KNN, and SVM algorithms in categorizing patients with heart disease was compared 

in the work done by Damayunita et al. (2022).  Focusing on elements such as BMI, physical health, and sleep 

duration, the dataset comprised 18 characteristics from 320,000 medical records. At 92%, the SVM algorithm 

attained the best accuracy, followed by KNN (91%), and Naive Bayes (88%). This study recommends SVM as the most 

reliable method for predicting heart diseases. [10] 

SVMs provide robust performance in heart disease classification, particularly when feature selection and kernel 

methods are applied optimally. 

2.1.4 K-Nearest Neighbors 

The K-nearest. neighbor (KNN) algorithm is alternately widely used approach for heart disease prediction. KNN 

classifies a target point depending on the most classes of its nearest neighbors, making it a simple yet effective method 

for many classification problems. 

Mathematically, given a query instance 𝑥𝑞  , the KNN algorithm finds the distance between 𝑥𝑞   and all trained 

instances using a distance value, such as the Euclidean. distance, as shown in Equation 10. 

𝑑(𝑥𝑖 , 𝑥𝑞) = √∑ (
𝑛

𝑗=1
𝑥𝑖,𝑗 − 𝑥𝑞,𝑗)2          (10) 

where 𝑥𝑖,𝑗 represents the value of feature 𝑗  for training instance 𝑖 , and 𝑥𝑞,𝑗 is the corresponding value for the query 

instance. The algorithm selects the 𝐾 closest neighbors and assigns the most frequent class to 𝑥𝑞  as shown in Equation 

11. 

𝑌̂ = mode(𝑌1, 𝑌2, . . . , 𝑌𝐾)          (11) 

Assegie et al. (2021) used the KNN algorithm to propose a heart disease prediction model. He used the Kaggle 

dataset, which contains 1025 observations with almost equal numbers of heart disease positive and heart disease 

negative instances. In the evaluation phase, the model registered a 91.99% accuracy. [11] 

Shorewala et al. (2021) investigated the early diagnosis of coronary heart disease (CHD) using multiple ML 

approaches, including KNN, Binary Logistic.Classification, and Naïve.Bayes, with a focus on ensemble methods like 

bagging, boosting, and stacking. The study used the CVD Dataset with 70,000 records. The bagged models enhanced 

the accuracy by 1.96%. The boosted models showed an average 73.4% accuracy where as the stacked model with  

different ensemble classifiers and models achieved the highest accuracy of 75.1%. [12]   

The paper presented by Li et al. (2024) introduced a combination of RF and K-nearest neighbor (KNN) heart disease 

detection models. By combining these models, they achieved an added accuracy of 10.3% compared to the original 

KNN model. [13] 

2.2 Deep Learning Approaches for Heart Disease Prediction 

Deep Learning (DL)  is considered as the subset of ML. The capability of DL in learning complex patterns from 

large datasets without manual feature extraction has attracted significant attention in heart disease prediction.  These 

methods are particularly useful for large, high dimensional datasets. 

2.2.1 Artificial Neural Networks 

Artificial Neural Networks (ANN) form the basis of DL. ANNs are widely used to predict CVD. ANNs are constructed 

to resemble the human being’s brain by using numerous complexly networked neuronal layers. Neurons add 

nonlinearity to the model by processing the weighted inputs and applying an activation function.  

Mathematically, a neuron processes the input 𝑋 by using a weighted sum, as shown in Equation 12. 

𝑧 = ∑ 𝑤𝑖
𝑛
𝑖=1 𝑥𝑖 + 𝑏   (12) 

where 𝑤𝑖  are the weights,  𝑥𝑖  are the features input, and 𝑏 , the bias term The output is processed using an activation 

function that can be a sigmoid or Rectified Linear Unit (ReLU) function., as given in Equation 13. 
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𝐴(𝑧) =
1

1+𝑒−𝑧   or  𝐴(𝑧) = 𝑚𝑎𝑥 (0, 𝑧) (13) 

    Talukdar et al. (2023) studied the application of ANN to detect the cardiovascular illnesses. This study analyzed 

data from hospitals in Assam, India. The method based on ANNs using the Multi Layer Perceptron ANN with the 

back propagation algorithm has achieved 81% accuracy.[14] 

    Raniya et al. (2023) constructed DL diagnosis system using ANN to know the heart disease in advance. The 

accuracy achieved using ANN was 93.44%, beating classic ML models such as SVM by 7.5%. [15] 

Mathematically, the backpropagation algorithm, which is a crucial part of ANN training, updates the weights using 

the gradient method to minimize the loss function, as shown in Equation 14. 

𝛥𝑤 = −𝜂
𝜕𝐿

𝜕𝑤
                                (14) 

where 𝜂  is the learning rate and 𝐿  is the loss function, which is commonly chosen as the binary cross entropy for 

classification tasks as shown in Equation 15. 

𝐿( 𝑦, 𝑦̂  ) = − ∑ 𝑦𝑘
𝑚
𝑘=1 𝑙𝑜𝑔 𝑦̂𝑘 + (1 − 𝑦𝑘)𝑙𝑜𝑔 (1 − 𝑦̂𝑘)   (15) 

2.2.2 Convolutional Neural Networks 

Although Convolutional Neural Networks (CNN) are typically employed for image processing, they have also been 

effectively utilized for structured data, including heart disease prediction. CNNs use convolutional layers to find the 

hierarchical patterns provided by the input data, thereby applying trainable filters to identify the spatial dependencies 

in the dataset. 

Mathematically, a convolution operation is defined, as shown in Equation 16. 

𝑆(𝑖, 𝑗) = ∑ ∑ 𝑋(𝑖 − 𝑝, 𝑗 − 𝑞) ∗ 𝑌(𝑝, 𝑞)𝑞𝑝                   (16) 

where 𝑋  is the feature matrix of input, 𝑌  is the convolutional kernel, and 𝑆(𝑖, 𝑗) is the output feature map. 

Chibueze et al. (2024) recommended a model based on CNN for the identifying the heart disease. Using 

Magnetic Resonance Imaging (MRI) data from Kaggle and a local hospital, the model obtained a 94% accuracy level. 

With four convolutional layers, the CNN design proved adept in classifying the MRI data of the heart. A cross 

valuation of ten fold validated the higher effectiveness of the model, with an 94.13% accuracy. [16] 

Sajja et al. (2020) advised a similar model to predict CVD accurately. The model was evaluated against 

conventional ML techniques including LR, KNN, Naive Bayes, and SVM.  Using the UCI ML Cleveland dataset, the 

model outperformed all the other techniques, with a prediction accuracy of 94.78%. [17] 

Mathematically, CNNs use backpropagation to update weights, minimizing the loss function through the techniques 

for optimization like stochastic gradient descent (SGD) or the Adam optimizer: 

𝜃 = 𝜃 − 𝜂𝛻𝐿(𝜃)  (17) 

where  𝜂 is the learning rate and 𝐿(𝜃)  is the loss function. 

2.2.3 Recurrent Neural Networks 

In general, Recurrent Neural Networks (RNN) and  Long Short Term Memory (LSTM) networks process data which 

is sequential by maintaining hidden states over time. Unlike conventional models, LSTMs captures long term 

dependencies in data which is series in time using memory cells and gating mechanisms. 

Omankwu et al. (2023) used an RNN and Gated Recurrent Units (GRU) to envisage the heart disease. The 

accuracy of was 98.6876%. By integrating the Synthetic Minority Oversampling Technique for balancing the data and 

applying the Adam optimizer for enhanced learning rates, the model solves the constraints of the current models, 

such as poor accuracy and data imbalance. [18] 
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Alkhodari et al. (2021) used bidirectional long short term memory (BiLSTM) networks along with CNN to  identify 

valvular heart disease (VHD) using phonocardiogram (PCG) recording. Using preprocessed data from 1,000 PCG 

recordings, wavelet smoothing, and z-score normalization, the model was trained using a cross valuation system of 

ten fold. The accuracy:, sensitivity:, and specificity: were 99.32%, 98.30%, and 99.58%, respectively.  The CNN-

BiLSTM model taken as whole performed best. [19] 

Mathematically, an LSTM cell is defined as follows: 

𝑖𝑡 = 𝜎(𝑊𝑖𝑥𝑡 + 𝑈𝑖ℎ𝑡−1 + 𝑏𝑖)           (18) 

𝑓𝑡 = 𝜎(𝑊𝑓𝑥𝑡 + 𝑈𝑓ℎ𝑡−1 + 𝑏𝑓)           (19) 

𝑜𝑡 = 𝜎(𝑊𝑜𝑥𝑡 + 𝑈𝑜ℎ𝑡−1 + 𝑏𝑜)            (20) 

𝑐𝑡 = 𝑓𝑡 ⊙ 𝑐𝑡−1 + 𝑖𝑡 ⊙ 𝑡𝑎𝑛ℎ (𝑊𝑐𝑥𝑡 + 𝑈𝑐ℎ𝑡−1 + 𝑏𝑐)  (21) 

ℎ𝑡 = 𝑜𝑡 ⊙ 𝑡𝑎𝑛ℎ (𝑐𝑡) (22) 

where 𝑖𝑡, 𝑓𝑡, 𝑜𝑡  and  are the input, forget, and output gates, respectively, and  represents the cell state. 

3. Results and Discussion  

3.1 Description of the used dataset: 

A freely available heart disease dataset from Kaggle [20]  was used in this study. The size of the dataset is 1025 rows 

with 14 columns. The 13 columns contain independent attributes, and the last column is the target attribute. Table 1 

gives a brief summary of the traits. 

Column 

Number 
Name Information 

Minimum 

value 

Maximum 

Value 

1 age age in years 29 77 

2 sex (1 = male; 0 = female) 0 1 

3 cp chest pain type 0 3 

4 trestbps= 
resting blood pressure  

(in mm Hg on admission to the hospital) 
94 200 

5 chol serum cholestoral in mg/dl 126 564 

6 fbs 
(fasting blood sugar &gt; 120 mg/dl)  

(1 = true; 0 = false) 
0 1 

7 restecg resting electrocardiographic results 0 2 

8 thalach maximum heart rate achieved 71 202 

9 exang exercise induced angina (1 = yes; 0 = no) 0 1 

10 oldpeak 
ST depression induced by exercise relative to 

rest 
0 6.2 

11 slope the slope of the peak exercise ST segment 0 2 

12 ca 
number of major vessels (0-3) colored by 

flourosopy 
0 3 

13 thal 
Thalassemia= 1=Normal; 2 = fixed defect; 3 = 

reversable defect 
1 3 

14 target 
Presence of disease =1,  

Absence of disease = 0 
0 1 

Table 1. List of attributes in the dataset 
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The categorical attributes are shown in the Figure 1 

 
Figure 1. Distribution of attributes  

The attribute importance is defined as the extent to which a attribute affects a model's predictions. The attribute and 

its relative medical importance is shown in Figure 2. 

 
Figure 2. Attribute Versus Importance 
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3.2 Evaluation Metrics 

The following metrics were evaluated to test the ML and DL models. 

3.2.1 Accuracy or Classification Accuracy 

The accuracy (ACC) was used to evaluate the performance of the model. This is calculated based on the number of 

correct predictions (NCP) divided by the total input samples taken (IS), as shown in Equation 23. 

𝐴𝐶𝐶 =  
𝑁𝐶𝑃

𝐼𝑆
  (23) 

3.2.2 Receiver operating characteristics – Area Under Curve 

Receiver operating characteristic (ROC) curves were used to determine the performance of the model to determine 

whether it was good at distinguishing between positive and negative outcomes. It plots the true positive rates (TPR) 

against the false positive rates (FPR) at different thresholds. The area under the ROC curve, Area Under Curve (AUC) 

measures the performance of the ML algorithms. The perfect model had an area under the curve of 1. 

3.2.3 Precision 

The model’s performance is measured using Precision (PR). It expresses the number of positive predictions made by 

the model are actually positive. This is given by Equation 24. 

𝑃𝑅  =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
   (24) 

Where TP = 𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠 and FP = 𝐹𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑝𝑟𝑒𝑑𝑖𝑐𝑖𝑡𝑜𝑛𝑠 

3.2.3 Recall 

Recall (RC) is the given by the Equation (25) 

𝑅𝐶 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
   (25) 

Where FN = 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑝𝑟𝑒𝑑𝑖𝑐𝑖𝑡𝑜𝑛𝑠 

Lower Recall and higher precision yielded good accuracy. 

3.2.4 F1-score 

F1-score (F1) was used to tell about the model accuracy. This is the harmonic mean of PC and RC. Its value is between 

0 and 1. This is given by Equation 26. 

𝐹1 =  2 × (
1

1

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
+

1

𝑅𝑒𝑐𝑎𝑙𝑙

)    (26) 

3.2.5 Confusion Matrix 

The confusion matrix (CM) is an NXN matrix that helps assess the efficacy of the model. This stipulates a comparison 

between the estimated and the actual values for a given dataset. Figure 3 gives the basic structure of the 2X2 confusion 

matrix. 
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Figure 3. Confusion Matrix 

3.3 Experiments and Results 

In this paper, we focus on using the same dataset for predicting heart disease using the most commonly used ML and 

DL models and compare all of them collectively. 

 

3.3.1 Using Machine Learning Techniques 

Figure 4 illustrates the flowdiagram of CVD prediction using the ML models. 

 

Figure 4. Flow Diagram for predicting Heart Disease using ML 
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The dataset was divided into 80% to train the model and 20% to test the models. LR, DT, RF, SVM, and KNN models 

were implemented on Python on the Kaggle notebook, and the following results were obtained: 

Screenshots of the results of various models are presented below. A comparative analysis is presented in the later 

part of this section. 

 

Figure 5. Output of Logistic Regression 

From Figure 5, it can be observed that LR had an ACC of 79.5% and an ROC-AUC of 0.879. the PR and RC for both 

classes (0 and 1, respectively) were satisfactory. This can be considered reasonable. It can be noted that the model 

can still be optimized to improve the results. 

 

Figure 6. Output of Decision Tree 

From Figure 6, it can be observed that the Decision Tree performed well and achieved an ACC of 98.5% and an ROC-

AUC of 0.985. The PR and RC for both classes (0 and 1) were excellent, and the F1 score was close to 1, indicating 

minimal misclassifications. The hyperparameters were tuned using default. Therefore, it exhibits a higher 

performance. 

 

Figure 7. Output of Random Forest 
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It is clear from Figure 7, that RF performed extraordinarily, achieved an ACC of 98.5%,  similar to the DT, and scored 

an ROC-AUC of 1.  The slight increase in the ROC-AUC over the previous DT suggests that the ensemble method used 

in RF improved the ability of the model to correctly classify the data. The PR and RC for both classes (0 and 1) were 

similar to those of the DT, and the F1 score was close to 1. We can conclude that the RF and DT models perform 

similarly. 

 

Figure 8. Output of SVM 

From Figure 8, it can be observed that the SVM achieved an ACC of 88.7%  and an ROC-AUC of 0.963. The PR and 

RC for both classes (0 and 1, respectively) were satisfactory. The F1 score is close to 0.88. We can conclude that the 

SVM performs better than LR and KNN. The SVM is more suitable when linear separability exists. 

 

Figure 9. Output of KNN 

From Figure 9, it can be observed that KNN achieved a lower ACC of 83.41%  and an ROC-AUC of 0.949. The PR and 

RC for both classes (0 and 1, respectively) were satisfactory. The F1 score is close to 0.84. We can conclude that KNN 

underperforms in terms of accuracy because its sensitivity depends on the number of neighbors. 

3.3.2 Using Deep Learning Techniques 

A flow diagram for predicting heart disease using DL Techniques is given in Figure 10. 
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Figure 10. Flow diagram of Deep Learning  

Even though some DL models work best with images such as CNNs and Sequential data such as RNNs, in this 

paper, the same dataset was used for comparing and analyzing with the ML models. 

3.3.2.1 Using Artificial Neural Networks 

The Artificial Neural Networks (ANN) model used in this study was a 64 layered Neural network. The Rectified 

Linear Unit (RELU) was the activation function used for learning deeper patterns. The output function used was a 

sigmoid function to perform binary classification in terms of the presence or absence of CVD. 

 

Figure 11. Output of ANN 
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It can be noticed from Figure 13 that the ANN has a decent ACC of 83.41%  and an ROC-AUC of 0.834. The PR and 

RC for both classes (0 and 1, respectively) were satisfactory. The F1 score is close to 0.84. It can be observed that its 

performance is generally lower than that of the DT and RF methods. We conclude that the lower performance of ANN 

is due to inadequate network architecture, or the model requires more data for training itself. 

 

Figure 12. Output of CNN 

Figure 12 gives the alarming observation that the CNN showed a lower ACC of 77.56%  and an ROC-AUC of 0.775. 

The PR and RC values for both classes (0,1 respectively) were average. The F1 score is close to 0.76. It can be observed 

that its performance is generally lower than that of the previous models. We conclude that the lower performance of 

CNN is because its architecture is well suited for image based datasets. It is not intended to be used for structured or 

tabular datasets, as in this paper. The CNN model could be trained using a extensive dataset to train and obtain better 

results. 

 

Figure 13. Output of RNN 

Figure 13 also gives the observation that the RNN has scored the lowest ACC of 75.12%  and an ROC-AUC of 0.751. 

The PR and RC values for both classes (0 and 1) were just average. The F1 score was 0.75. It can be observed that its 

performance is the lowest compared to those of all previous models. We conclude that the lower performance of the 

RNN is because the architecture of the CNN is well suited for the sequential dataset. It could not be used for structured 

or tabular datasets in this experiment. The model also requires additional training and fine tuning. 

3.3.3 Discussion of the Results with Graphical Analysis 

3.3.3.1 Accuracy Bar Graph: 

The Bar Graph shown in Figure 14 clearly compares all the ML and DL models in one figure, and it can be perceived 

that the DT and RF models achieved superiority in terms of accuracy. 
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Figure 14. Accuracy Comparison of ML and DL Models 

3.3.3.2 ROC-AUC Line Plot: 

The Line Plot shown in Figure 15 clearly depicts all the ML and DL models in one figure, and it can be noticed that 

with respect to the ROC-AUC, the DT and RF models achieved superiority evaluated to all the other models. 

 

Figure 15.  ROC-AUC Comparison of ML and DL Models 

3.3.3.3 F1- Score bar Graph: 

The F1-Score Bar Graph shown in Figure 16 is used to compare all the ML and DL models, and it can be witnessed 

that the DT and RF models have achieved superiority in terms of the F1-Score.  
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Figure 16.  F1-Score Comparison of ML and DL Models  

3.3.3.4 Confusion Matrix: 

Figure 17 displays the confusion matrix for all models. From the confusion matrix, we can see that the Decision Tree 

and RF models have the best performance among all models, with the highest accuracy (98.44%), perfect precision 

(1.00), and excellent recall (96.96%). 

 
Figure 17. Confusion mtrix 

3.3.3.5 Summary Table: 

Table 2 provides a summary of all evaluation metrics for all the models discussed above. 

Metric LR DT RF SVM KNN ANN CNN RNN 

ACC 79.51 98.54 98.54 86.78 83.41 83.41 77.56 75.12 

ROC-AUC 0.879 0.985 0.985 0.931 0.93 0.94 0.78 0.71 

PR (Class 0) 0.85 0.97 0.97 0.89 0.93 0.93 0.82 0.83 

RC (Class 0) 0.72 1 1 0.83 0.87 0.91 0.92 0.88 

PR (Class 1) 0.76 1 1 0.83 0.87 0.86 0.73 0.78 

RC (Class 1) 0.87 0.97 0.97 0.94 0.88 0.88 0.68 0.62 

F1 (Class 0) 0.78 1 1 0.86 0.9 0.9 0.87 0.83 

F1 (Class 1) 0.81 0.97 0.97 0.88 0.87 0.84 0.7 0.75 

Table 2. Comparison of all models together 
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4 Future Directions in Heart Disease Predictions: Hybrid Models and Multimodal Approaches 

There is much scope for developing the prediction of CVD using Hybrid Models (HM) that are made by combining 

the  ML and DL together. 

Mohammead et al. (2023) suggested a HM of ML for predicting the heart disease. The model combines a 

continuous wavelet transform (CWT) with  a CNN to analyze  electrocardiogram data and achieves an ACC of 97.2% 

in early heart disease identification. [21] 

A Hybrid RF with Linear Model (HRFLM) was introduced by Mohan et al. (2019) to improve the ACC of heart 

disease prediction. The ACC of 88.4% was recorded.[22] 

Shiwlani et al. (2024) discussed the integration of  multimodal data using DL methods to diagnose heart disease. 

Different data modalities, such as clinical data, electrocardiograms, and imaging modalities, have been combined to 

enhance the diagnosis of heart disease. [23] 

Future research can combine multimodal (MM) data, demographic data, ECG signals, and imaging data, and using 

hybrid models combining traditional  ML and DL techniques will guide to substantial improvements in the prediction 

ACC. These HM use the strength of traditional ML and DL models for interpretability while harnessing DL 

capabilities to capture complex nonlinear relationships. 

 

Figure 18. Flow diagram for the proposed Multimodal Hybrid Model diagram 
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Figure 18 shows the flow diagram for using the multimodal hybrid model to improve the early identification of  the 

heart disease. 

Future research on MM HM learning should explore optimizing architectures and feature fusion techniques to 

improve the accuracy of heart disease prediction further. 

5. Conclusion  

After comparing and evaluating a diverse set of ML and DL models for predicting the heart disease, it is clear that 

classical models such as DT and RF  perform better in terms of ACC, ROC-AUC, and F1. These models have the 

capability to be used with very high accuracy (98.5%) and high PR and RC and are consequently highly effective at 

discriminating between cases of heart disease. SVM and LR show moderate performance with fair ROC-AUC and 

balanced PR-RC but are nowhere near the ensemble methods. The DL models, ANN, CNN, and RNN show poorer 

performance overall, which is likely a result of the increased susceptibility to the small size and level of feature 

abstraction in the dataset in which these models may underfit. Subsequently,  simpler models were more robust. The 

CM also showed that models such as DT and RF had fewer misclassifications, making them more appropriate choices   

for practical heart disease prediction tasks. In conclusion, ensemble  approaches such as RF and DT are the best 

choices for heart disease identification in terms of both prediction accuracy and model interpretation, which are 

crucial in the field of human health care. 
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