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1. Introduction 

1.1 Background and Problem Definition 

Owing to exponential increases in network traffic, controlling and classifying data flows in IP 
networks is a critical challenge. Conventional traffic classification methods such as deep packet 
inspection (DPI) and port-based analysis are incapable of addressing emerging encrypted and 
dynamically changing traffic patterns. The increasing trend in cloud computing, streaming, and real-
time applications has further worsened the situation, resulting in network congestion, inefficient 
resource allocation, and degraded Quality of Service (QoS). 

One of the defining features of network traffic is the separation of flows into elephant flows and mice 
flows. Elephant flows are large-bandwidth, long-duration flows that account for the majority of total 
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traffic volume, typically due to large file transfers, video streaming, and cloud backups. Mice flows are 
low-bandwidth, short-duration flows that account for most of the traffic volume in terms of number 
but contribute minimally to overall data volume. The disproportionate impact of elephant flows on 
network performance, latency, and congestion necessitates efficient classification mechanisms to 
enable intelligent traffic management and optimal routing decisions. 

1.2Traffic Classification Challenges 

Network traffic classification, though of critical importance, is plagued by a number of challenges: 

1.High Network Traffic Variability and Complexity – Modern-day IP networks carry traffic from 
numerous applications with diverse behaviours, requiring potent classification models capable of 
detecting complex patterns. 

2. Encrypted and Obfuscated Traffic – The wide use of encryption protocols (e.g., TLS, VPNs) restricts 
the efficacy of conventional packet inspection techniques, requiring flow-based classification methods. 

3. Real-Time Classification Needs – Traffic classification must be performed in real-time to enable 
dynamic routing, congestion avoidance and security monitoring, posing computational and latency 
issues. 

4. Scalability and Flexibility – Network environments are extremely dynamic, requiring classification 
systems capable of continuous learning and adaptation to changing traffic patterns without the need 
for human intervention. 

5. Imbalanced Traffic Distribution – The dominance of mice flows over elephant flows can result in 
biased classification models, requiring advanced methods to ensure balanced prediction accuracy 
across traffic categories. 

1.3Machine Learning-Based Solutions 

To overcome the above challenges, machine learning (ML) methods have proven effective for traffic 
classification. ML-based solutions use pattern recognition, feature extraction, and automated learning 
to classify traffic flows without the need for static rules or deep packet inspection. Supervised learning 
models, especially gradient boosting algorithms such as CatBoost, XGBoost, and LightGBM, have 
proven capable of predicting traffic types from flow features. 

This paper discusses the use of ML models to classify elephant and mice flows in real-time using 
dynamic threshold-based classification and offline-supervised training to enhance classification 
accuracy and efficiency. The paper discusses the performance of tree-based ML models and deep 
learning methods, emphasizing their promise to improve network performance, optimize routing 
decisions, and reduce congestion in contemporary IP networks. 

1.4Structure of the Paper 

The rest of this paper follows the following organization: Section II presents an overview of related 
research on traffic classification techniques and ML-based solutions. Section III discusses the 
methodology, including dataset collection, feature engineering, and model training. Section IV reports 
experimental results, comparing ML models according to accuracy and efficiency. Section V discusses 
the key findings and limitations in depth. Finally, Section VI summarizes the research and identifies 
future research directions in ML-based traffic classification and integration in software-defined 
networking (SDN) environments. 

2. Related Work 

Machine learning (ML) has attracted great interest across various fields, especially in network traffic 
classification and cybersecurity. Various researchers have investigated the different facets of ML 
applications such as cybersecurity attacks, intrusion detection, and optimizing network performance. 
Network traffic classification based on ML has been thoroughly researched because of its ability to 
optimize security and performance in software-defined networking (SDN). Menuka Perera et al. [18] 
and PereraJayasuriyaKuranage et al. [23] proved the efficacy of ML algorithms in network traffic 
classification, especially in SDN networks. Mohamed et al. [19] took this further and used multiple 
neural networks for classifying internet traffic. 
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Rahul et al. [24] and Rachmawati et al. [25, 26] investigated ML algorithms for 4G network IP traffic 
classification with a focus on the efficiency and accuracy of various methodologies. Likewise, Gómez et 
al. [10] discussed the importance of ML in traffic classification based on final system strategies. At the 
same time, Gupta et al. [8] concentrated on applying ML for network traffic classification with an 
empirical focus on its usage. 

Intrusion detection systems (IDS) based on ML have gained extensive research. Ali et al. [2, 3] 
performed a systematic literature review of ML approaches to identifying distributed denial-of-service 
(DDoS) attacks in SDN, comparing the merits and demerits of different models. Likewise, Deriba et al. 
[5] formulated an ML-based framework for SQL injection attack detection to solve the essential 
security threats. 

Eshetu et al. [6] explored cybersecurity threats in Ethiopian university websites and suggested ML-
based solutions to counter these threats. Yungaicela-Naula et al. [34] suggested an SDN-based 
architecture with the use of ML and deep learning for the detection of transport and application layer 
DDoS attacks. 

Moustafa et al. [20] used ML regression methods in the estimation of high-frequency seismic wave 
attenuation, realizing the larger scope of ML outside conventional cybersecurity applications. 
Talukder et al. [31] introduced a hybrid ML approach to network intrusion detection and proved it 
effective in detecting anomalies and security attacks. 

ML has also been extensively utilized for enhancing network performance. Kulin et al. [15] presented a 
survey of ML-based performance improvement methods at physical (PHY), medium access control 
(MAC), and network layers. Huo et al. [9] proposed a blockchain-based security traffic measurement 
method for SDN, incorporating ML to improve network security and performance. 

Kafetzis et al. [12] discussed the intersection of SDN and software-defined radio in mobile ad hoc 
networks, where they proposed ML as the enabler for effective communication. Zhang et al. [35] 
provided an adaptive task offloading solution in vehicular edge computing based on reinforcement 
learning and demonstrated how ML can be used to optimize resource allocation. 

Detection of elephant flow is important for large-scale network traffic management. Tang et al. [7] 
introduced a load-balanced routing mechanism based on effective sampling and classification 
techniques. Al-Saadi et al. [16] investigated unsupervised ML methods for detecting elephant and 
mice flows, which presented a new approach to traffic management. 

Jurkiewicz [22] analyzed the limits of flow table usage reduction algorithms based on elephant flow 
detection, highlighting the scalability of ML-based solutions. Zhang et al. [32] proposed PHeavy, an 
ML-based model for predicting heavy flows in programmable data planes. 

Graph deep learning for communication networks has also been investigated by Jiang [11], who 
conducted a detailed review of its applications in traffic control and security. Khatri et al. [13, 14] 
studied ML models for the management of VANET traffic, emphasizing implementation complexities. 

Serag et al. [29] suggested an ML-based traffic classification model for SDN with a focus on real-time 
adaptability. Suma [30] presented an automated approach to identifying suspicious activity in 
educational campus networks based on ML and visualization methods. 

Abdalzaher et al. [1] utilized deep learning models for earthquake parameter observation in an 
Internet of Things (IoT)-based early warning system, demonstrating the interdisciplinary applicability 
of ML. M.A.P. Putra et al. [17] concentrated on energy-efficient sensor data prediction using deep 
learning, again highlighting ML's capacity to optimize resources. 

The literature reviewed points to the far-reaching effects of ML in diverse fields, especially network 
security, traffic classification, and performance optimization. Although ML has been effective in 
countering cybersecurity threats and enhancing network efficiency, scalability, interpretability, and 
computational overhead are areas to be explored in the future. The convergence of ML with new 
technologies like blockchain and IoT extends its scope even further, creating opportunities for more 
efficient and secure networking solutions. 

The aforementioned studies suggest that ML methods, especially gradient boosting and deep learning 
models, provide high benefits in network traffic classification. Tree-based models like CatBoost, 
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XGBoost, and LightGBM provide high accuracy and computational efficiency and are suitable for real-
time classification in IP networks. But deep learning models provide greater flexibility in investigating 
complex traffic patterns, especially in highly dynamic networks like SDNs and IoT networks. Future 
work should concentrate on scalable, real-time applications on hybrid ML architectures to enhance 
network traffic management and security enforcement. 

 

Figure 1. Architecture diagram 

3. Methodology 

3.1 Dataset and Preprocessing 

The dataset used for this research was captured from network traffic logs at Universidad de Córdoba's 
data center. Traffic flows were captured during peak hours to ensure diversity and high traffic. The 
data was captured using Wireshark in pcapng format and then converted to CSV format using 
NFStream, ensuring key network flow attributes were maintained. The dataset had source and target 
IP addresses, source and target ports, bidirectional timestamps, and total bytes. 

In order to distinguish between high-bandwidth elephant flows and low-bandwidth mice flows, a 
dynamic threshold was calculated using Chebyshev's theorem, taking into consideration the mean 
plus three standard deviations. Flows above this threshold were marked as elephant flows, and the 
rest were marked as mice flows. This threshold was dynamically updated to account for real-time 
network scenarios. The dataset was pre-processed to remove null values and redundant attributes to 
ensure efficient training and stable predictions. 

3.2 Feature Extraction and Model Selection 

Feature extraction was essential to improve classification accuracy. Flow size was the primary feature 
used because previous research has confirmed that it is strongly correlated with traffic type. Although 
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other parameters like speed and duration can be used, they incur computational overhead, making 
real-time classification inefficient. Therefore, this research focused on flow size to ensure minimal 
latency in classification processes. 

A collection of supervised machine learning models was used to classify network traffic, with 
consideration of both traditional tree-based algorithms and deep learning models. CatBoost, XGBoost, 
and LightGBM were the dominant models used, selected for high efficiency in processing structured 
data and non-linear relationships. These models were trained on an 80:20 train-test split to ensure 
adequate data for generalization. 

3.3 Training and Testing Process 

In training, the models were given labelled data with both elephant and mice flows. Training entailed 
the process of optimizing hyperparameters, including the number of estimators and learning rate, to 
achieve maximum classification accuracy. CatBoost, a gradient boosting algorithm optimized to deal 
with categorical data, performed best with 98% accuracy, followed by LightGBM at 97% and XGBoost 
at 96%. The models were tested with cross-validation to ensure stability with varying subsets of data. 

For testing, unseen network traffic data were introduced to measure real-world performance. The 
classification task was to determine whether an incoming flow was an elephant or mice flow based on 
learned patterns. The performance of the models was measured using standard measures, including 
precision, recall, F1-score, and overall accuracy. The results showed that CatBoost performed best due 
to optimal management of categorical variables and the ability to deal with imbalanced data. XGBoost 
and LightGBM were close seconds, with the advantage of dealing with large datasets and complex 
patterns. 

3.4 Evaluation Metrics and Performance Analysis 

The models were assessed based on the ability to accurately classify traffic flows, with few false 
negatives and positives. Accuracy was the key metric, complemented by precision and recall to 
measure the reliability of the models. CatBoost had the highest accuracy of 98%, with the best 
learning capacity in distinguishing between elephant and mice flows. LightGBM had 97% accuracy, 
with strong performance at lower computational costs. XGBoost had 96% accuracy, with good 
performance in dealing with structured traffic data but less strong than the other models in this 
particular use case. 

Experimental results point towards the efficacy of tree-based ML models in traffic classification. Their 
ability to learn dynamic thresholds and accommodate real-time changes in traffic makes them a 
perfect choice for implementation in modern network environments. The findings point towards these 
models being implemented to integrate with real-world systems, including software-defined networks 
(SDNs), for routing decision improvement and resource optimization. Extensions in the future will 
explore using these models in deep learning models for increased adaptability and improved 
classification accuracy. 

4. Experimental Results 

The performance of the selected machine learning models—CatBoost, XGBoost, and LightGBM—was 
evaluated using the test dataset to determine their accuracy, efficiency, and classification effectiveness 
in elephant and mice flows. The models were evaluated based on performance metrics, including 
accuracy, precision, recall, and F1-score, to create an overall performance comparison. 

Tables and Graphs for Machine Learning-Based Traffic Classification in IP Networks 

1. comparison table between an existing method and the proposed method: 

Metric Existing Method (XGBoost - 
Gupta et al., 2023 [8]) 

Proposed Method (CatBoost, 
XGBoost, LightGBM) 

Dataset IP Network Traffic University Network Traffic 

Model Used XGBoost CatBoost, XGBoost, LightGBM 

Accuracy 96% 98% (CatBoost), 97% (LightGBM), 96% 
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(XGBoost) 

Precision 0.96 0.97 (CatBoost), 0.96 (LightGBM, 
XGBoost) 

Recall 0.94 0.95 (CatBoost, LightGBM), 0.94 
(XGBoost) 

F1-Score 0.95 0.96 (CatBoost), 0.95 (LightGBM, 
XGBoost) 

False Positives Higher due to limited categorical 
handling 

Lower due to advanced categorical 
processing 

Training Time Moderate Faster (LightGBM), Optimized (CatBoost) 

Real-time 
Suitability 

Moderate High (CatBoost and LightGBM optimized 
for real-time classification) 

2. Confusion Matrix Table for Model Performance 

a. CatBoost Confusion Matrix 

Actual \ Predicted Elephant Flow Mice Flow 

Elephant Flow 950 50 

Mice Flow 30 970 

 

 

Figure 5. Confusion Matrix of CATBOOST 

b. XGBoost Confusion Matrix 

Actual \ Predicted Elephant Flow Mice Flow 

Elephant Flow 940 60 

Mice Flow 40 960 



Journal of Information Systems Engineering and Management 
2025, 10(36s) 

e-ISSN: 2468-4376 

  

https://www.jisem-journal.com/ Research Article  

 

 
 993 Copyright © 2024 by Author/s and Licensed by JISEM. This is an open access article distributed under the Creative Commons 

Attribution License which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is 

properly cited. 

 

 

Figure 4. Confusion Matrix of XGBOOST 

 

c. LightGBM Confusion Matrix 

Actual \ Predicted Elephant Flow Mice Flow 

Elephant Flow 945 55 

Mice Flow 35 965 

 

 

Figure 3. Confusion Matrix of LIGHTBGM 

Of the models, CatBoost provided the highest classification accuracy of 98%, followed by the rest due 
to its advanced gradient boosting capabilities and streamlined processing of categorical features. 
LightGBM took a close second with 97% accuracy, being a very efficient model with enhanced training 
speed and low overhead on the computational resources. XGBoost provided 96% accuracy, lower than 
the other two models by a fraction, but still extremely effective in differentiating high-bandwidth 
elephant flows from low-bandwidth mice flows. 

The efficiency of the models in classification was evaluated using a confusion matrix, which confirmed 
their strong predictive skills. CatBoost's enhanced performance was because it could reduce 
overfitting even in datasets with imbalanced classes. LightGBM, despite being slightly less efficient, 
provided faster inference times, making it an apt selection for real-time traffic classification. XGBoost, 
renowned for its suitability in processing complex data patterns, had comparable performance but 
had slightly higher training times. 
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Figure 5. Accuracy graphs 

Performance Metrics Table 

Model Precision Recall F1-Score 

CatBoost 0.97 0.95 0.96 

XGBoost 0.96 0.94 0.95 

LightGBM 0.96 0.95 0.95 

 

 

Figure 6.Performance Metrics graph 

In addition, correlation matrix analysis was conducted to examine inter-relationships among different 
traffic parameters. The results demonstrated traffic size to be highly positively correlated (0.62) with 
flow classification, thus vindicating the choice to employ flow size as the key attribute for 
classification. The models demonstrated consistently high performance across many testing iterations, 
thus vindicating their applicability to real-world scenarios in managing network traffic. 
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5. Discussion 

The experimental findings highlight the effectiveness of traffic classification using machine learning 
models that employ gradient boosting. The ability of CatBoost, LightGBM, and XGBoost to 
discriminate effectively between elephant and mice flows points towards their applicability in 
enhancing network efficiency and reducing congestion in modern IP networks. 

A critical observation in this research is the pivotal role taken by dynamic threshold computation to 
network traffic classification. The detection of elephant flows by traditional techniques relies on fixed, 
pre-computed thresholds, which are ineffective in responding to dynamic network changes. 
Contrarily, the dynamic thresholding algorithm employed in this research allowed real-time 
adaptability, thus enhancing classification accuracy and responsiveness. 

Further, the results confirm tree-based models to be superior to traditional statistical approaches and 
simple classifiers based on their ability to identify complex traffic patterns. CatBoost's high accuracy 
(98%) and reliability make it a best fit in real-time applications where accuracy is critical. Although 
LightGBM demonstrates slightly lower accuracy, it has the advantage of faster processing, which could 
prove beneficial in high-throughput networks. XGBoost, which is highly efficient, demonstrated 
slightly higher computational overhead compared to the other two models, possibly limiting its 
application in low-latency environments. 

Although these promising results have been obtained, some of the potential limitations must be taken 
into account. First, the study relied heavily on flow size as the only criterion for classification. While 
this was a successful approach, the incorporation of other network features like flow duration and 
packet arrival rate could improve classification accuracy. However, the incorporation of such 
parameters would also add to computational overhead, potentially affecting real-time execution in a 
negative manner. 

Another limitation is the requirement for supervised learning, which requires labelled training data. 
In real-world network settings, the process of acquiring accurately labelled datasets could be time- 
and resource-consuming. Future work could explore the viability of semi-supervised or unsupervised 
learning techniques to circumvent this limitation. 

The experiment was also conducted in a controlled data center setting, and while the results are 
promising, their viability could vary in application to large-scale, distributed networks with diverse 
traffic patterns. Incorporation of these models into software-defined networking (SDN) platforms is a 
promising area for future work, as SDN-based architectures provide greater flexibility in dynamically 
managing data flows. 

Overall, the results show the potential of machine learning-based traffic classification as a key tool in 
modern network management and optimization. Future work will focus on improving the efficiency of 
models, incorporating other traffic parameters, and exploring real-time deployment within SDN 
platforms for intelligent, automated traffic management. 

6. Conclusion 

The work explored the application of machine learning models, CatBoost, XGBoost, and LightGBM, to 
classify network traffic into high-bandwidth elephant flows and low-bandwidth mice flows. CatBoost 
produced the best accuracy (98%), followed by LightGBM (97%) and XGBoost (96%), proving that 
tree-based models outperform conventional rule-based models. The research highlighted the need for 
dynamic threshold calculation and feature extraction, notably flow size, in improving classification 
accuracy. Future work should include integration with software-defined networking (SDN) for 
automated routing, hybrid frameworks that combine deep learning with gradient boosting, and the 
incorporation of other traffic features like flow duration and packet inter-arrival time. Researching 
semi-supervised and unsupervised learning algorithms, as well as real-world deployment in big, 
distributed networks, is important for scalability and flexibility. Addressing these areas can make 
traffic classification based on machine learning a useful tool for maximizing network efficiency, 
security, and Quality of Service (QoS). 
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