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In the face of the global diabetes epidemic, marked by a steep rise in cases from 1980 to 2021, 

novel strategies are imperative. This study introduces an innovative approach that synergizes 

Bayesian networks and the adaptability of Emperor Penguins Colonies to tackle diabetes 

through advanced feature selection and extraction. Diabetes, a complex disease with 

multifaceted causative factors, necessitates predictive measures that go beyond conventional 

methods. The proposed Recommendation System for Food and Exercise (RSFE) harnesses 

Bayesian network-based techniques to analyze health parameters and medical reports, 

generating personalized diet and exercise plans for individuals, including those with comorbid 

diabetes and blood pressure conditions. By mirroring the dynamic decision-making of Emperor 

Penguins Colonies, this approach aims to create an intelligent healthcare system that 

transforms intricate datasets into actionable insights, offering tailored recommendations for 

optimal health management. This research holds promise for proactive disease intervention 

and personalized care, aligning with the urgent need for effective diabetes management. 

Keywords: Bayesian networks, feature extraction, feature selection, Emperor Penguins 

Colony 

 

1. INTRODUCTION 

The global prevalence of diabetes has reached alarming levels, with a significant surge in cases observed from 1980 

to 2021 [1]. This epidemic has posed a substantial burden on healthcare systems worldwide, emphasizing the need 

for innovative and effective strategies for diabetes management. Diabetes is a complex and multifaceted disease 

influenced by various genetic, environmental, and lifestyle factors [2]. Conventional approaches to diabetes 

management have shown limited success, and there is a pressing need for more sophisticated and personalized 

solutions. 

Addressing the challenges posed by diabetes requires a holistic understanding of the disease and its contributing 

factors. Traditional methods of diabetes management often overlook the intricate interplay of variables that affect 

an individual health, leading to suboptimal outcomes [3]. The challenges in diabetes management include: 

Diabetes has multiple causative factors, making it challenging to identify the specific contributors to an individual 

condition [4].Many individuals with diabetes also suffer from comorbid conditions, such as high blood pressure, 

which further complicates treatment strategies [5].Effective management of diabetes necessitates personalized 

interventions tailored to an individual unique health profile and lifestyle [6].Converting the vast amount of health 

data and medical reports into actionable recommendations for individuals remains a significant challenge [7]. 

In light of these challenges, this research addresses the problem of improving diabetes management by leveraging 

advanced techniques in feature selection and extraction. Specifically, we propose a Recommendation System for 
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Food and Exercise (RSFE) that utilizes Bayesian network-based methods to analyze medical records [8-10] and 

health profile. The RSFE aims to generate personalized diet and exercise plans for individuals, with a particular 

focus on those with comorbid diabetes and high blood pressure conditions. 

The main objective of this work is,  

• To develop a robust Bayesian network-based model for feature selection and extraction from health data 

and medical reports.  

• To design a Recommendation System for Food and Exercise (RSFE) that generates personalized diet and 

exercise plans based on the extracted features.  

• To assess the effectiveness of the RSFE in improving diabetes management, especially in individuals with 

comorbid diabetes and high blood pressure. 

This research introduces several novel elements to the field of diabetes management: 

We propose the integration of Bayesian networks, a powerful probabilistic modeling technique, into the realm of 

diabetes management, offering a data-driven approach to understanding and addressing the disease complexities. 

Drawing inspiration from the adaptive and dynamic decision-making processes of Emperor Penguins Colonies, we 

aim to create an intelligent healthcare system capable of transforming complex datasets into actionable 

recommendations for individuals. 

The RSFE system emphasizes the importance of personalized care by tailoring diet and exercise plans to an 

individual specific health profile and needs. 

By providing individuals with actionable recommendations, this research contributes to proactive disease 

intervention, ultimately aiming to improve long-term health outcomes for those affected by diabetes and related 

conditions. 

2. RELATED WORKS 

K-nearest neighbor (KNN) is a relatively new feature selection method developed by Ganesh et al. [11]. In this 

system, weighted superposition attraction (WSA) is used to allow for incremental progress. When applied to large 

datasets, this technique has the potential to reduce the number of features by up to 99% while maintaining 

classification accuracy. WSA-KNN outperforms both traditional machine learning methods (by approximately 18%) 

and ensemble machine learning algorithms (by approximately 9%) by a significant margin. Furthermore, the WSA-

KNN algorithm produces results that are comparable to or slightly better than other existing methods. 

Shaji et al. [12] presented an intriguing and novel framework for categorizing big data. The filtered data is then 

further reduced in dimensionality using Hadoop map reducer. By utilizing the BRO algorithm optimal feature 

selection process, the proposed fuzzy optimal deep convolutional neural network (FO-DCNN) improves accuracy 

and performance. Our FO-DCNN model combines the deep CNN architecture with the fuzzy-based remora 

optimization (F-RO) algorithm. The model enables precise classification of SIoT data. When the proposed model is 

tested on the Twitter dataset, the Rotten Tomato dataset, the skin disease dataset, the diabetes dataset, and the 

hepatitis dataset, classification improvements, lower memory usage, and faster computation times are all observed. 

Ay et al. [13] hope to use machine learning experiments designed to achieve this goal, the Cleveland Heart Disease 

Dataset and the Faisalabad Institute of Cardiology Heart Failure Dataset, both available through the UCI, are used. 

For feature selection across a wide range of population sizes, the best fitness values are used to implement 

algorithms. The experimental results show that combining meta-heuristic and ML algorithms improves prediction 

accuracy significantly. These improvements were made possible by combining both classes of algorithms.  

The Simplex Method-based Social Spider Optimization (SMSSO) method provided by Nayak et al. [14] is used to 

modify the Social Spider Optimization (SSO) method. Multiple test data sets were used to validate the SMSSO-NN 

procedure accuracy. SMSSO-NN outperforms competing methods on a variety of cancer datasets, including the 

Wisconsin Breast Cancer (WBC) dataset, which has a 99.36% accuracy rate, the lung cancer dataset, the diabetes 

dataset, and the cervical cancer dataset, which has a 98% accuracy rate. The results are compared to those of other 
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approaches. The SMSSO-NN algorithm is a refinement of the LLWNN-FA algorithm that improves accuracy by 

utilizing the classification methods. 

Ihnaini et al. [15] propose a data fusion and deep machine learning-based healthcare recommendation system to 

combat diabetes. Data fusion can reduce the computational load on the proposed system, allowing it to predict and 

recommend treatment for this potentially fatal disease. As a result, the system will be able to accomplish both tasks 

more effectively. Finally, a machine-learning-based ensemble model is trained to predict diabetes. The proposed 

system outperformed other cutting-edge deep machine learning techniques, achieving 99.6 percent accuracy.  

Nagaraj et al. [16] developed an enhanced adaptive Kalman filter method for use in diabetes. Although the Kalman 

filter is well-known for its predictive abilities, because it uses static attributes, it is not always applicable to real-

time, dynamic problems. Using the bioinspired optimization algorithm tree seed further improves adaptability 

performance. This ensures that only the highest-quality features progress to the next phase, improving process 

optimization by leveraging the best feature values already in place. Using optimization algorithms to select features 

for the purpose of constructing a useful recommendation has the added benefit of being resistant to the effects of 

local minima. The proposed method bilevel performance improvement strategy and, as a result, its robustness in 

the field of diabetes recommendations.  

Table 1: Summary of the existing works 

Authors Summary Results Algorithm 

Used 

Advantages 

Ganesh et 

al. [11] 

Novel KNN-based wrapper 

system is used 

Decrease of up to 99% in 

features without accuracy 

loss. 

WSA-KNN Outperforms 

traditional ML 

methods by 18%. 

Shaji et al. 

[12] 

Framework for big data 

classification using BRO, F-

RO, and deep CNN. 

Improved accuracy, 

memory consumption, 

and computation time. 

BRO, F-RO, 

Deep CNN 

Enhancements in 

accuracy and 

efficiency. 

Ay et al. 

[13] 

ML-based enhanced 

diagnosis is performed. 

High F-scores for heart 

disease and heart failure 

prediction. 

CS, FPA, WOA, 

HHO, KNN 

Significant 

improvement in 

prediction. 

Nayak et 

al. [14] 

SMSSO-NN method with 

enhanced accuracy for 

multiple cancer datasets. 

High accuracy in various 

cancer datasets. 

SMSSO-NN, 

SSV, LLWNN-

FA, RS 

Improved accuracy 

across different 

datasets. 

Ihnaini et 

al. [15] 

Smart healthcare 

recommendation system for 

diabetes using data fusion. 

Achieved 99.6% accuracy 

for diabetes prediction. 

Ensemble 

machine 

learning model 

High accuracy 

compared to existing 

methods. 

 

3. PROPOSED METHOD 

The proposed method for diabetes management, known as the Recommendation System for RSFE, is designed to 

harness the power of Bayesian networks and draw inspiration from Emperor Penguins Colonie(EPC) dynamic 

decision-making to provide personalized and proactive recommendations for individuals with diabetes, especially 

those with comorbid high blood pressure.  
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Figure 1: Proposed Flow Diagram 

3.1. Data Collection and Preprocessing 

The first step involves gathering health data and medical reports from individuals. This data can include 

information such as medical history, vital signs, blood glucose levels, dietary habits, exercise routines, and 

comorbid conditions. Preprocessing is performed to clean and prepare the data for analysis. 

Data Collection: 

Data collection involves gathering health-related information from individuals. This data can include various 

variables such as: 

• Medical history (MH): Information about past illnesses, treatments, and family medical history. 

• Vital signs (VS): Measurements like blood pressure (BP), heart rate (HR), and body mass index (BMI). 

• Blood glucose levels (BG): Fasting blood glucose levels, post-meal glucose levels, and HbA1c values. 

• Dietary habits (DH): Details about the individual diet, including macronutrient intake and meal 

frequency. 

• Exercise routines (ER): Information on physical activity, including duration, type, and intensity. 

• Comorbid conditions (CC): Presence of other health conditions, such as high blood pressure (HBP). 

The collected data can be represented as a dataset with rows (individuals) and columns (variables): 

Dataset (D) = {D1, D2, ..., Dn} 

Where:D is the dataset, n is the number of individuals, D1, D2, ..., Dn represent individual data points. 

Data Preprocessing: Before using the data for analysis, preprocessing is crucial to clean and prepare it. For 

example, if a blood glucose reading is missing for an individual, it needs to be addressed.Z-score Standardization 

involves scaling variables to have a common scale to avoid biases due to differences in units.  
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Z=(X−μ)/σ 

Where X is the original value, μ is the mean, and σ is the standard deviation of the variable. 

Feature Encoding involves converting categorical variables into numerical format using techniques like one-hot 

encoding.Feature Selection involves identifying the most relevant features for analysis to reduce dimensionality and 

computational complexity.Data Splitting involves dividing the dataset into training, validation, and test sets for 

model development and evaluation.Data handling involves addressing class imbalance issues if present, 

particularly in comorbid conditions. 

3.2. Feature Selection and Extraction  

Bayesian networks are employed to model the relationships between different health parameters and variables. 

These networks can capture the complex and probabilistic dependencies among various factors contributing to 

diabetes and related conditions. Feature selection and extraction techniques within Bayesian networks help identify 

the most relevant and influential features for predicting an individual health status and requirements. 

Feature selection in Bayesian networks involves identifying and selecting the most relevant variables (features) 

from a set of potential candidates. The goal is to reduce the dimensionality of the model while retaining the 

essential variables that have the most significant impact on predicting an individual health status or requirements. 

One common approach for feature selection in Bayesian networks is to use statistical measures like Conditional 

Mutual Information (CMI) to assess the dependency between variables.  

I(X;Y)=∑x∈X∑y∈Y ( )
( )

( ) ( )

,
, log

P x y
P x y

P x P y

 
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Where: 

I(X;Y) is the Mutual Information between variables X and Y. 

P(x,y) is the joint probability distribution of X and Y. 

P(x) and P(y) are the marginal probability distributions of X and Y. 

The higher the Mutual Information between two variables, the more information they share and the more relevant 

they are to each other. 

Feature Extraction in Bayesian Networks: 

Feature extraction in Bayesian networks involves transforming or deriving new features from the existing set of 

variables. This can help simplify the model or uncover hidden relationships between variables. One common 

technique for feature extraction is Principal Component Analysis (PCA). 

The PCA involves finding the principal components of the data: 

( ) ( )
1

' '
1

T
C X X X X

n
= − −

−
 

Where: 

C is the covariance matrix. 

X is the data matrix (each row represents an individual, and each column represents a variable). 

Xˉ is the mean of each variable. 

i i iCv v=  

Where: 
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vi is the i-th eigenvector. 

λi is the i-th eigenvalue. 

The original data can be transformed into the new feature space represented by the selected principal components. 

Feature extraction techniques like PCA can help reduce the dimensionality of the Bayesian network model while 

preserving as much information as possible. This can lead to more efficient and interpretable models. 

Algorithm: Feature Selection and Extraction using PCA in Bayesian Networks 

Input: Health dataset D with n individuals and m health parameters, desired number of principal 

components k. 

Output: Reduced dataset D' with the selected principal components. 

1. Data Preprocessing: 

   Standardize the dataset D to have a mean of 0 and a standard deviation of 1. 

 Calculate the covariance matrix C for D: 

2. Eigendecomposition of Covariance Matrix: 

Compute the eigenvectors and eigenvalues of C. 

Sort the eigenvectors in descending order of eigenvalues. 

Select the top k eigenvectors (principal components). 

3. Projection of Data: 

Create a projection matrix P containing the selected eigenvectors as columns. 

Project the original data D onto the new feature space: 

D' = D * P 

4. Output: 

Return the reduced dataset D', which contains the most informative features represented by the 

principal components. 

5. Bayesian Network Modeling: 

Use the reduced dataset D' as input for Bayesian network modeling to capture complex dependencies 

and relationships among health parameters. 

Train the Bayesian network model using D' and perform inference for diabetes management. 

7. End 

 

3.3. Dynamic Decision-Making  

EPCare known for their adaptive and collective decision-making, especially when it comes to hunting for food and 

managing harsh environmental conditions. This inspiration is applied to the RSFE decision-making process. The 

system adapts its recommendations based on the individual current health status, goals, and the evolving nature of 

diabetes and high blood pressure as illustrated in Figure 2. 
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Figure 2: EPC 

Dynamic classification using EPC is a concept inspired by the adaptive and collective decision-making behaviors 

observed in real-world penguin colonies, particularly Emperor Penguins. This approach aims to create a dynamic 

and adaptive classification system for diabetes management by drawing upon the natural behaviors of these 

penguins. 

Emperor Penguins are known for their ability to adapt to changing environmental conditions, especially when it 

comes to hunting for food. They dynamically adjust their hunting strategies based on the availability of prey and 

other factors. In diabetes management, dynamic decision-making involves continuously evaluating an individual 

health status and adjusting recommendations accordingly. 

Penguins in a colony often work collectively to achieve common goals. In diabetes management, this can be 

translated into a system that takes into account not only an individual health data but also data from a broader 

population. Collective intelligence can help identify trends and patterns that may not be evident from an individual 

data alone. Penguins adapt to changing environmental conditions, such as shifts in temperature or food availability. 

Similarly, a dynamic classification system for diabetes management should adapt to changes in an individual health 

status, lifestyle, and treatment response over time. 

Bayesian networks can be used to model the probabilistic dependencies among health parameters and events.  

( )
( ) ( )

( )

|
|

P B A P A
P A B
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where: 

P(A∣B) is the posterior probability of event A given evidence B. 

P(B∣A) is the likelihood of evidence B given event A. 

P(A) is the prior probability of event A. 

P(B) is the probability of evidence B. 

In diabetes management, this equation can be used to update the probability of an individual experiencing a health 

event (e.g., a blood glucose spike) based on new data and prior knowledge. 

Penguins rely on feedback from their environment to make decisions. In diabetes management, a feedback loop is 

essential. Real-time data from wearable devices, medical sensors, and user input provide feedback to the system, 

allowing it to adjust its recommendations based on the individual current health status and activities. While not 

directly related to penguins, probabilistic modeling techniques, such as Bayesian networks, can be incorporated 

into the dynamic classification system. These models can assess the probability of an individual experiencing 

certain health events (e.g., blood glucose spikes) based on their current state and historical data. 

In reinforcement learning, this concept can be applied to diabetes management, where the system learns from the 

individual responses to recommendations and adjusts its future recommendations accordingly.Reinforcement 

learning involves maximizing a cumulative reward over time. One common reinforcement learning is the Q-

learning update rule: 

Q(s,a)←Q(s,a)+α⋅[R(s)+γ⋅max(Q(s′,a′))−Q(s,a)] 

Where: 

Q(s,a) is the Q-value, representing the expected cumulative reward of taking action a in state s. 

α is the learning rate. 

R(s) is the immediate reward in state s. 

γ is the discount factor. 

max(Q(s′,a′)) is the maximum Q-value in the next state s′ over all possible actions a′. 

In diabetes management, this equation can be adapted to update the recommendations (actions) based on the 

individual response (reward) to those recommendations over time. 

Just as penguins have triggers that prompt specific behaviors (e.g., low food availability triggering a search for 

food), the diabetes management system can have thresholds and triggers that prompt actions. For example, if an 

individual blood glucose level crosses a certain threshold, it may trigger an adjustment in their diet or insulin 

dosage.For triggering actions based on thresholds, simple equations can be used. For example, to trigger an action 

when a blood glucose level exceeds a certain threshold T: 

If Blood Glucose>T, then Take Action 

This threshold-based approach can be customized for various health parameters and events. When incorporating 

data from multiple sources (individuals or devices), data fusion and aggregation, such as weighted averaging, can 

be used to combine information and make collective decisions. 

Using the extracted features and the Bayesian network model, the RSFE generates personalized diet and exercise 

plans for each individual. These plans take into account the individual dietary preferences, restrictions, exercise 

capacity, and medical history. The goal is to provide recommendations that are tailored to the specific needs of each 

person.RSFE includes a continuous monitoring system that collects real-time data from wearable devices, medical 

sensors, and user input. This data is fed back into the Bayesian network model, allowing the system to adapt and 

refine its recommendations over time. 
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4. EVALUATION  

To ensure the RSFE effectiveness, a rigorous evaluation process is conducted. This includes tracking improvements 

in individual health outcomes, such as blood glucose control and blood pressure management. The system ability to 

provide actionable insights and adapt to changing health conditions is also assessed. 

Table 2: Experimental Setup 

Parameter Value/Description 

Threshold for Blood Glucose 140 mg/dL (for triggering action) 

Learning Rate (Reinforcement Learning) 0.1 

Discount Factor (Reinforcement Learning) 0.9 

Privacy and Security Measures Encryption, User Authentication 

Cross-Validation Folds 5-fold cross-validation 

Dataset: 

Pima Indians Diabetes Database [17]: A dataset containing health parameters and medical reports of individuals, 

including features like blood glucose levels, blood pressure, dietary habits, and exercise routines.  

Table 3: Hardware and Software Requirements 

Component Recommendation 

CPU Intel Core i7  

Memory (RAM) 16GB  

Programming Language Python 3.7+ 

Integrated Development Environment (IDE) Jupyter Notebook 

Machine Learning Libraries Scikit-learn 

Data Analysis and Visualization Tools Pandas 

Bayesian Network Libraries Pgmpy 

Reinforcement Learning Libraries Stable Baselines 

Database Management System (DBMS)   MySQL 

 

Figure 3: Accuracy of existing WSA-KNN, BRO-CNN, WOA-HHO, SMSSO-NN with proposed BN-EPC RFSE 

method over 100 test samples 
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Figure 4: Precision of existing WSA-KNN, BRO-CNN, WOA-HHO, SMSSO-NN with proposed BN-EPC RFSE 

method over 100 test samples 

 

Figure 5: Recall of existing WSA-KNN, BRO-CNN, WOA-HHO, SMSSO-NN with proposed BN-EPC RFSE method 

over 100 test samples 

 

Figure 6: F1-Score of existing WSA-KNN, BRO-CNN, WOA-HHO, SMSSO-NN with proposed BN-EPC RFSE 

method over 100 test samples 
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Figure 7: RMSE of existing WSA-KNN, BRO-CNN, WOA-HHO, SMSSO-NN with proposed BN-EPC RFSE method 

over 100 test samples 

From the Figure 3, BN-EPC RFSE outperforms WSA-KNN, BRO-CNN, WOA-HHO, and SMSSO-NN in terms of 

accuracy across all test datasets. On average, BN-EPC RFSE demonstrates a 7% improvement in accuracy compared 

to the best-performing existing method. 

From the Figure 4, BN-EPC RFSE consistently achieves higher precision values. On average, BN-EPC RFSE 

exhibits a 6% improvement in precision compared to the best-performing existing method. 

From the Figure 5, BN-EPC RFSE consistently achieves higher recall values, indicating its better ability to identify 

positive instances. On average, BN-EPC RFSE shows a 5% improvement in recall compared to the best-performing 

existing method. 

From the Figure 6, the F1-Score, being a balanced metric, also reflects the superior performance of BN-EPC RFSE. 

On average, BN-EPC RFSE demonstrates a 7% improvement in the F1-Score compared to the best-performing 

existing method. 

From the Figure 7, BN-EPC RFSE performs exceptionally well in regression tasks, consistently achieving lower 

RMSE values. On average, BN-EPC RFSE exhibits a 15% improvement in RMSE compared to the best-performing 

existing method. 

The proposed BN-EPC RFSE method consistently outperforms existing methods (WSA-KNN, BRO-CNN, WOA-

HHO, SMSSO-NN) across a range on average, BN-EPC RFSE demonstrates significant percentage improvements in 

these metrics, ranging from 5% to 15%, depending on the specific metric. These results suggest that BN-EPC RFSE 

is a promising approach for diabetes management, offering better predictive accuracy, precision, and recall, as well 

as improved performance in regression tasks compared to the state-of-the-art methods. These improvements can 

potentially lead to more effective personalized healthcare recommendations and better disease management 

outcomes for individuals with diabetes. 

5. CONCLUSION 

This study presents a novel and innovative approach, the BN-EPC RFSE, aimed at addressing the complex 

challenges of diabetes management. Diabetes is a global health concern with multifaceted causative factors, and the 

need for proactive, personalized interventions is more critical than ever.The BN-EPC RFSE method leverages 

Bayesian networks to model the intricate relationships among various health parameters and medical reports. It 

employs dynamic classification inspired by EPC, continuously adapting recommendations based on changing 

health conditions. This intelligent healthcare system not only predicts individual health status but also provides 
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tailored diet and exercise plans, catering to the unique needs of each individual.The experimental results clearly 

demonstrate the superiority of BN-EPC RFSE over existing methods, including WSA-KNN, BRO-CNN, WOA-HHO, 

and SMSSO-NN, in terms of accuracy, precision, recall, F1-Score, and RMSE. On average, BN-EPC RFSE showcases 

significant percentage improvements ranging from 5% to 15% across these evaluation metrics. These results 

highlight the potential of the proposed method to revolutionize diabetes management by offering more accurate 

and personalized recommendations.Future research can focus on further refining the BN-EPC RFSE method, 

incorporating real-time data from wearable devices, and conducting clinical trials to validate its effectiveness in 

real-world healthcare settings. 
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