
Journal of Information Systems Engineering and Management 
2025, 10(36s) 

e-ISSN: 2468-4376 

  

https://www.jisem-journal.com/ Research Article  

 

339 
 

Copyright © 2024 by Author/s and Licensed by JISEM. This is an open access article distributed under the Creative Commons Attribution 

License which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited. 

 

IoT-Based Hybrid Fuzzy LSTM-RNN for Secure Disease 

Prediction in Healthcare EHRs 

 

Ali Hadi Abdulwahid 
Department of Control and Automation, Engineering Technical College, Southern Technical University, Basra, IRAQ, 

Email: 1 dr.hajjiali@stu.edu.iq, dr.alhajji_ali@yahoo.com 

ORCID ID : 0000-0002-3807-0771 

 

ARTICLE INFO ABSTRACT 

Received: 18 Dec 2024 

Revised: 10 Feb 2025 

Accepted: 28 Feb 2025 

The integration of Fuzzy Logic and Long Short-Term Memory Recurrent Neural Networks (LSTM-

RNN) is employed to handle healthcare data, leading to a significant improvement in the prediction 

of unknown disease outcomes and notably enhancing reliability and accuracy. In this research, we 

propose an integrated IoT-based healthcare data management system with Fuzzy Long Short-Term 

Memory Recurrent Neural Network (IF-LSTM-RNN) for disease prediction and diagnosis. 

Our approach includes gathering data via IoT devices, preprocessing through min-max 

normalization, and utilizing IF-LSTM-RNN for predictions. Clinical data is first collected and 

preprocessed, from which the health outcomes of patients are then predicted through IF-LSTM-

RNN. The anticipated data is securely stored in Electronic Health Record (EHR) systems, making it 

more secure and providing accurate predictions. 

To evaluate the performance of the proposed system, we applied it to a dataset comprising glucose 

concentrations from 12,612 data points of five monitored subjects with diabetes. The IF-LSTM-RNN 

outperformed traditional techniques (Random Forest, Support Vector Machine, and K-Nearest 

Neighbors) with an accuracy of 99.62%, precision of 98.71%, recall of 97.91%, an F1-score of 98.64%, 

sensitivity of 98.95%, and specificity of 97.88%. The IF-LSTM-RNN also achieved a correct 

classification rate of 99.37% with an execution time of approximately 1.28 seconds. 

The results demonstrate that the proposed framework offers a viable solution for secure and effective 

healthcare data management and prediction in IoT environments. 

Keywords: Internet of Things (IoT), Healthcare, Fuzzy Logic, LSTM-RNN, Data Management, 

Prediction Accuracy. 

 

I. INTRODUCTION  

IF-LSTM-RNN integrates fuzzy logic, Long Short-Term Memory (LSTM) and Recurrent Neural Network (RNN) 

to model uncertain data. Fuzzy logic for more nuanced decision-making, LSTM to remember information over time 

RNN for temporal dynamics in time series forecasting, and healthcare data forecast [1]. This work aims to design a 

reliable deep learning-based framework for data handling and prediction in the healthcare system. In particular, this 

paper highlights the utilization of Fog Computing and Cloud computing with Deep Learning methods for efficient, 

faster, accurate as well secure healthcare systems [2],[3]. The overarching objective is to address the major gaps in 

healthcare, which include real-time clinical monitoring for predictable patient outcomes; data handling, processing 

and management capabilities along with stringent security levels[4]. 

"RF, SVM, KNN " refers to different machine learning models or algorithms, and each acronym means: Random 

Forest(RF ) It is an ensemble learning method that operates by constructing a multitude of decision trees during 

training and outputting the mode (for classification) or mean prediction (for regression) from multiple trees. Support 

Vector Machine (SVM) The unique thing about it is that the Decision tree follows a greedy-greedy approach to select 

the data (or column) for splitting. K-Nearest Neighbours (KNN) If you were to know more, Decision forests are an 

example of Instance-based learning and a simple ensemble decision tree algorithm for classification or regression[5]. 
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Integration of IoT with healthcare systems has contributed to several developments but also incorporated some 

serious security issues and data handling complexities [5]. Fog computing relocates the computational resources, and 

facilitates lower latency while improving security for healthcare data. [7]. 

The purpose of this research was to design a more secure and effective framework for healthcare data management 

with a prediction approach by applying IoT (Internet of Things) and Integrated Fuzzy Long Short-Term Memory 

Recurrent Neural Networks (IF-LSTM-RNN). The fundamental objectives are to secure health data; increase the 

accuracy of clinical predictions and manage efficiently complex IoT-generated big data[8]-[12]. 

Traditional techniques for healthcare data management are not secure, or scalable and do not provide good 

accuracy in prediction. Using conventional methods does not give timely responses and full-proof security[13]. To 

close that gap, this research presents an innovative guideline based on IoT, DL and fuzzy logic for secure scalable 

precision healthcare data management[14]. 

Nowadays Most Innovative Technology is Cloud Computing (CC) which gives more Storage capacity for huge Data 

Generation by Internet of Things Devices [15]. Healthcare systems are moving to the cloud, for increased scalability 

and cost-effective dependable service across locations [16]. On the other hand, challenges related to data security and 

privacy accompany this transition of movement and have to be overcome before all the cloud-enabled healthcare 

benefits are quickly felt [17],[18]. IoT, fog computing and cloud act together to create a stable infrastructure for 

healthcare data handling as well as prediction having the ability when at first, critical information is handled 

efficiently and then securely too [19]. 

In healthcare, exact and quickly available results are essential, especially in time-critical conditions like cardiac 

diseases. However, the existing healthcare system that depends on manual monitoring of vital signs and data analysis 

frequently does not satisfy concerns requiring timely intervention [20]. The only way to perform that task is by using 

advanced DL techniques as they are well equipped to deal with a huge amount of data coming from IoT devices. One 

possible approach is to use deep learning techniques, such as convolutional neural networks (CNNs) and recurrent 

neural networks (RNNs), especially long short-term memory (LSTM) in time series prediction [21]. 

The proposed model consists of integrating IoT devices, and fog computing applications with cloud processing to 

provide effective data flow from collection through analysis and future prediction [22]. IoT devices collect data from 

patients, such as vital signs activity levels and environmental conditions [23]. This data is first preprocessed here, at 

the fog computing layer before it is sent to the cloud for processing; provided that this further analysis will have 

benefits [24]. On the cloud, prediction models (improved DL implementing fuzzy IF-LSTM-RNN) are built using data 

collected from patients to be able to predict health outcomes [25]. Results afterwards are saved to Electronic Health 

Record (EHR) systems, where healthcare specialists get detailed and reliable data about patients [26]. 

This framework covers a range of important gaps not addressed by current healthcare systems. Fog computing 

has come as a solution for low-latency and data secure processing due to the miniaturization of these devices, making 

it possible the need an instant (low latency) and secured large amount of data [15]. Second, the implementation of 

advanced DL methods such as IF-LSTM-RNN enhances predictability and robustness in health outcome prediction 

which provides a clear vision to healthcare experts for patient care [27]. Third, these technologies are integrated into 

a cohesive framework that addresses data collection and analytics to storage , thereby managing the complexity of 

IoT device-collected data in volume[28]. 

This paper addresses the primary research gap regarding a comprehensive and secure framework for healthcare 

data management & prediction systems which can exploit the strengths of IoT, fog computing and DL techniques 

[18],[19]. Although several previous studies have focused on each component of this integrated framework, there has 

been little research integrating these technologies into systematic health data management and prediction [29]. This 

paper addresses that gap by proposing a framework to boost the efficiency, accuracy and security of the healthcare 

system [21].   

The performance of the IF-LSTM-RNN model in terms of accuracy and correct classification rate was better than 

all models developed on a small diabetes dataset containing 62 individuals. [30]. 
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This paper offers a novel model that incorporates IoT, fog computing and cloud computing mechanisms along 

with recent deep learning techniques for the improvement of healthcare data management and prediction. Such a 

framework with capabilities to handle the three major challenges of latency, security and data complexity can serve 

as an integrated approach for faster transactions that are both reliable & accurate—leading us toward achieving 

higher performance in healthcare systems. It has demonstrated that this framework can be implemented and 

evaluated successfully, transforming healthcare delivery with substantial benefits for the patients as well as 

healthcare providers . 

This study contributes to solving these challenges and thus provides an important contribution to the Smart 

Healthcare System, providing a novel way for secure and reliable data management of healthcare data with 

prediction.   

The paper is organized in the following manner: Section II reviews related literature; Section III describes the 

methodological approach to this research study; Section IV presents findings and discussion, and the conclusion with 

implications is provided in Section V. 

II. RELATED WORKS 

IoT combined with fog computing and deep learning technologies have further revolutionized healthcare. We 

summarize different strategies and systems developed to improve healthcare monitoring in this section. 

We introduce a DL-based framework, that combines edge computing devices with deep learning methods and 

serial autoencoder-state tracking to construct an efficient real-time healthcare monitoring system[30]. The Fog Bus 

is used to provide support for energy efficiency, stability, delay performance execution time and the reliability of fog 

services in the proposed cloud computing system. It overcomes the scalability constraints of already existing IoT-

owned infrastructure due to inherent security problems with cloud computing [31]. 

A scalable framework has been presented for secure, private and reliable sensing of medical data in online 

settings[32]. This research focuses on healthcare applications, specifically safeguarding medical data from attacks 

carried out through intermediates and intrusion attempts[33]. Using the Q-learning strategy, this technique 

processes patient records in layers and finally suggests that it is much less susceptible to subsequent attacks[34]. 

Experimental results and user feedback have confirmed the effectiveness of the system [35]. 

One significant technological stride setting the pace among them for modern healthcare solutions is the 

development and democratization of smart connected wearables[36],[37]. These provide context-specific collection 

of data (behavioral, psychological and physical health) but large volumes are also generated that may become 

impossible to manage in a way the decision-making process will be affected [34], [35]. 

A recent study presented emotion recognition research about elderly residents in nursing homes using deep-

learning systems-based Internet of-Things[38],[39]: real-time audio-IoT system for speech recording and DL 

prediction of emotions as well as the advanced classification model with data normalization and augmentation 

techniques [36]. 

They designed a deep learning-based feature detector solution to malware detection for Android and IoT devices. 

The detector learns from multiple classifiers that evaluate app activity, and can be used in new malware efforts. This 

is followed by a two-stage test to assess the accuracy and efficiency of those capabilities: features are fed into an FCN-

SoftMax (where this word entity represents Fully Connected Network activated with SoftMax), as well as reoccurring 

behaviors in attention layers determine if an app should be classified harmful [37],[38]. 

A 30-Minute Prediction of Blood Glucose via Cloud-Based Machine Learning Techniques Employment of cloud 

computing and Internet-of-Things to predict finger-stick blood glucose measurements adjunctive with continuous 

glucose monitoring data In particular, cascaded RNN-RBM DL models which combine recurrent neural networks 

(RNNs) with restricted Boltzmann machines (RBMs), are emphasized due to their better prediction results. The CGM 

devices are important for the monitoring and alert generation of abnormal BG levels that is essential to manage type-

1 diabetes where delay in medication uptake may lead to severe health risks [39],[40]. 
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This research examines an in-depth analysis of IoT-based health care systems for some case studies to reveal the 

recent trends, opportunities and challenges that DL could experience regarding IoT-empowered healthcare 

sector[41],[42]; present few real-world used cases on this context evaluating them using recent existing models or if 

not generalized more GC techniques developed so far. It also describes the relationship of healthcare and IoT as an 

application[43],[44]. 

Proposed an innovative IoT-supported physiological signal tracking system to improve the efficacy of healthcare 

systems[45],[46]. It is a state-of-the-art deep neural network forecasting and evaluation method that ensures highly 

accurate results. It takes the help of National Instrument's myRIO for intelligent data collection and smart detector 

used to assess signals. The accuracy and reliability of the proposed Smart-Monitor system in predicting physiological 

signals was further validated by comparing experimental results [47],[48]. 

Introduction of a DL-based Internet of health paradigm to support Alzheimer's Disease individuals The DeTrAs 

framework works in three phases[49],[50]: an RNN act taking Account of sensual move information for Alzheimer’s 

illness prediction, Anomaly twisting utilizing ensemble strategy and Emotion Recognition Utilizing a CNN dependent 

methodology. It presents a holistic framework that needs IoT-based support system for Alzheimer patients and also 

in [51]. 

In this indication, possible applications of tasks such as wearable health sensing devices with ML and DL 

techniques along-with IoT-based healthcare Organizations were reported for their feasibility to diagnose test identify 

track schedule COVID-19 patients. This review aggregation presents the findings of existing studies that proposed 

AI-based approaches to predict transmission rates for COVID-19, fight intensity as well payload predictive modeling 

[52]. 

Machine Learning Techniques for Proper Diagnosis and Monitoring with an IoT Supported Structure Called E-

Healthcare Monitoring System (EHMS) The system streamlines connections, monitoring and decision-making for 

in-patient as well out-patient health management. The server collects accumulated data, while handling the new 

issues of managing IoT apps and devices: The admin Server modify mug [58][59]. 

A smart e-healthcare monitoring system with the state of art IoT and ML tools for better patient care is 

implemented in automatic wearable sensors which perform real-time health data collection alerts to ensure PR 

diagnosis leading to efficient overall improvement of patients [61],[62]. 

This paper presents a long-term short memory-recurrent neural network (LSTM-RNN) based pattern recognition 

scheme for recognizing brain waves patterns to be applied with Internet of Brain-Controlled Things (IoBCT), 

therefore an intelligent and reliable categorized motor imagery classification mechanism that can serve special 

control functionalities needed by the certain categories of assistive technologies [63],[64]. 

IoT has also paved the way for Disease prediction system using machine learning, A preeminent Gift is awaited 

disease outcomes that have been predicted based on datasets coming from IoT and Bragged Machine Learning 

algorithms on them gives an Alarm of Prediction against starting Diseases [65]. 

Applicability in healthcare the algorithm was designed to be able-scale (fairly) and trained regression models on 

distributed data sources using a federated learning paradigm, which guarantees security/privacy [66]. 

Risks of dealing with uncertainty and interpretability In deep learning models to detect COIVD-19 also reveal the 

trustworthiness and accuracy assessment for diagnostic systems [67]. 

Accessible X-ray understanding on deep learning for diagnosing pulmonary diseases and COVID-19 recommends 

the need to interpretability when integrated with other AI models in health service research [68]; 

The application of deep learning also in other types routinely used for clinical practice, such as the use 

convolutional neural networks (CNNs), may be useful method decreasing burden on radiologists analyzing CT images 

of patients with COVID-19 [69]. 

The usage of AI to improve the accuracy of diagnosis was further hinted by a CAD system that employed ML 

techniques to automatically detect and classify COVID-19 in nano CT lung pictures [69]. 
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III. PROPOSED METHODOLOGY 

This section describes the methodology framework for efficient healthcare data management and prediction 

through integrated FLSTM RNN (IF-LSTM-RNN). The methodology was created to respond the complexity of 

healthcare data and in order to processing temporal dependencies, uncertainties that are characteristic for medical 

domain as well real-time decision-making. The process is divided into three main parts: data pre-processing, model 

architecture and training/evaluation procedures[70]. 

 

Fig. 1. Framework of This Research 

Figure 1 illustrates the research framework and process for data collection, preprocessing, and model training 

/evaluation to predict healthcare outcomes. This constitutes our research framework which indicates the steps 

carried out sequentially were used to ready and model data while creating IF-LSTM-RNN. 

A. Preprocessing 

The study includes healthcare data from 62 people with diabetes, who were monitored over 67 days. The most 

important part before using and getting into the model is Preprocessing this helps in cleaning of data, and readying 

it so that we can further use the IF-LSTM-RNN Model for Analysis and prediction[71],[72]. 

1) Data Normalization 

Normalization was performed to normalize the various measurement scales of the dataset. The mean 

Normalization scaled the data at 0 to 1, because it rescaled them which mitigates the outlier effect and gives all 

features equal weight in learning while training a model[73],[74]. The normalization formula is shown in the 

following expression: 

𝐷nor =
𝐷𝑑 − 𝐷min

𝐷max − 𝐷min

× (𝑛𝑒𝑤max − 𝑛𝑒𝑤min)

+ 𝑛𝑒𝑤min 
(1) 

Where: 

Dnor: The normalized data. 

Dd: The original data. 

Dmin and Dmax: The minimum and maximum values of the dataset. 

newmin=0 and newmax=1: The desired range for normalization. 

Thus, the data are normalized into a fixed scale which makes learning by the model more efficient. 

2) Data Splitting  

The data offered was randomized and divided into 80% as a training set, while the rest (20%) acted like a test 

dataset. This split provides a model to be trained on large data and at the same time uses a small size of remaining 
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test data for checking generalization[75],[76]. We have not chosen any set specifically; each represents the overall 

distribution of data and hence a random split. 

3) Handling Missing Data  

These methods were employed to deal with missing values; they correctly handle missing values by imputation 

based on other data points in the dataset. This will keep the dataset complete using interpolation and reduce model 

bias or inaccuracy in predictions. 

B. Integrated Fuzzy LSTM-RNN (IF-LSTM-RNN) 

The novelty in the proposed IF-LSTM-RNN model stems from a combination of fuzzy logic and LSTM-RNNs, 

enabling handling healthcare data intricacies better to handle temporal dependencies as well as uncertainties; thus 

overall enhancing predictive certainty[77],[78]. 

1) Model Architecture: 

This paper designs a new RNN architecture named IF-LSTM-RNN, which has multiple layers to process 

sequential input data and predict features. 

a) Input Layer: The first layer takes preprocessed data such as glucose concentration and other appropriate 

features. And this data is fed into the LSTM layers where temporal patterns are analyzed. 

b) LSTM Layers: The following equations are the internal operations that happens in LSTM cells, which is a 

variant of RNN. These relationships control the amount of information that is allowed to flow through by three gates: 

forget gate, input gate and output gate.   

• Forget Gate Equation: 

𝑒𝑡𝑔 = 𝜎(𝑍𝑔𝑋𝑡 + 𝑌𝑔ℎ𝑡−1 + 𝜉𝑔) (2) 

Where: 

etg : represents the forget gate, which determines how much of the previous cell state should be overlooked or 

retained. 

σ : is the sigmoid activation function, which restricts the output between 0 and 1. 

Zg and Yg : are the weight matrices associated with the input Xt and the previous hidden state ht-1, respectively. 

ξg : is the bias vector. 

• Input Gate Equation: 

 etk = 𝜎(𝑍𝑘𝑋𝑡 + 𝑌𝑘ℎ𝑡−1 + 𝜉𝑘) (3) 

Where: 

etk: input gate to control updates of the cell state 

• Candidate Cell State Equation: 

𝑚𝑡𝑐 = 𝑡𝑎𝑛ℎ⁡(𝑍𝑚𝑋𝑡 + 𝑌𝑚ℎ𝑡−1 + 𝜉𝑚) (4) 

Where: 

mtc : represents the candidate cell state, which are the potential new values that could be added to the cell state. 

tanh :is the hyperbolic tangent function, producing values between -1 and 1 . 

𝑍𝑚 and 𝑌𝑚 are the weight matrices for the inputs and the previous hidden state, and 𝜉𝑚 is the bias vector. 

• Cell State Update Equation: 

𝑐𝑡 = 𝑒𝑡𝑔 ∗ 𝑐𝑡−1 +  etk ∗  mtc  (5) 

Where: 

ct : represents the new cell state at time t. 

𝑐𝑡−1⁡: is the previous cell state. 

etg controls how much of the previous cell state is retained. 

etk and mtc control how much new information is added. 
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• Output Gate Equation: 

 eto = 𝜎(𝑍𝑜𝑋𝑡 + 𝑌𝑜ℎ𝑡−1 + 𝜉𝑜) (6) 

Where: 

eto : represents the output gate, which determines how much of the cell state is passed to the hidden state ht. 

• Hidden State Equation: 

ℎ𝑡 =  eto ∗ 𝑡𝑎𝑛ℎ⁡(𝑐𝑡) (7) 

Where: 

ht :represents the new hidden state, which is the output of the cell at time t . 

eto :controls how much of the new cell state ct is passed to the hidden state. 

c) Fuzzy Logic Integration: We included a segment dedicated to Fuzzy logic that serves as an interpretability 

overlay due to inherent imprecision in healthcare data. Data is propagated through fuzzy membership functions 

which map inputs to various class labels, in the domain, reflecting varying magnitudes of uncertainty. These fuzzy 

values make sense to the LSTM layers, where they are accustomed to making predictions[79],[80]. 

d) Fuzzy Hyperbox Creation: In a fuzzy logic system hyperboxes are well recorded according to the below-

mentioned equations. 

𝐶𝑗(𝑌) = min
𝑜

𝑘=1
 (min([1 − 𝑔(𝑌𝑘

𝑈 − 𝑋𝑘 , 𝛾𝑘)], [1

− 𝑔(𝑊𝑘 − 𝑌𝑘
𝑚, 𝛾𝑘)])) 

(8) 

𝑔(𝜆, 𝛾) = {

1,  if 𝜆𝛾 > 1

𝜆𝛾,  if 0 ≤ 𝜆𝛾 ≤ 1

0,  if 𝜆𝛾 < 0

 

(9) 

Where: 

𝐶𝑗(𝑌) : Activation function for hyperboxes. 

𝑌 : Input sample. 

𝑊𝑘 and 𝑋𝑘 : Weight matrices. 

𝛾𝑘 : Sensitivity variable controlling the activation gradient. 

e) Output Layer: the last output layer shows us the predicted health by comparing it with the true value after 

calculating model accuracy.  output is meant to be usable and actionable for healthcare professionals making 

decisions. The function is defined as: 

𝑑𝑙 = 𝑚𝑎𝑥
𝑛

𝑗=1
 𝐶𝑗 ⋅ 𝑣𝑗𝑙  

(10) 

Where: 

𝑛 : Number of hyperboxes in the hidden units 

𝑑𝑙 : Transfer function for the class node. 

𝐶𝑗: Membership grade of the hyperboxes. 

𝑣𝑗𝑙  : Binary weight connecting hyperboxes to class nodes. 

 

2) Training and Optimization 

• The IF-LSTM-RNN model was trained with a learning rate of 0.001, batch size=32 and training for no more than 

100 epochs. Binary cross-entropy was used as the loss function, and an adaptive learning rate optimizer is employed 

to scale down the size of weight adjustments for convergence on large-scale datasets without overshooting a good 

solution[80]. 

•  
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3) Cross-Validation and Overfitting Prevention 

• Divide the dataset into subsets using k-fold cross-validation to ensure model robustness. Implement regularization 

techniques like dropout to prevent overfitting. 

•  

Fig. 2. Framework of IF-LSTM-RNN 

 

This section explains the methodological framework of effective health data management as well as prediction 

using an Integrated Fuzzy Long Short-Term Memory Recurrent Neural Network (IF-LSTM-RNN). Utilizing LSTM 

holding a sequential mechanism, the fuzzy layer is developed so that it can cater for uncertainties and imprecise input 

data which are very common in healthcare applications as seen in Framework Figure 2. The network input is 

processed and memory states are updated through LSTM blocks, which can then take in output from one block as 

the state variable of another at a later time instant. The IF-LSTM-RNN incorporates fuzzy logic to model complex 

patterns in healthcare data, leading to more reliable predictions as well as superior patient outcomes and decision-

making. 

IV. RESULTS AND DISCUSSION 

This section presents a deep analysis of our proposed IF-LSTMRNN approach. By way of experiment, a dataset of 

62 diabetes cases (18 female and 44 male) was fed into MATLAB over an average 67 days, and then a total of 12,612 

classified concentration readings, as well as four other variables from the record were obtained. To illustrate the 

validity of our approach, we compared it with three existing methods: Random Forest (RF), Support Vector Machine 

(SVM) and K-Nearest Neighbors (KNN). 

This setup consists of data preprocessing, model building, training phases, and data for training splits. It 

normalized the data by min-max normalization so that all variables were in a standardized range; this helped to 

increase model performance. The data was split into training and testing sets, 80% vs. 20 %. The parameters of the 

training process for the IF-LSTM-RNN algorithm including a learning rate of 0.001, batch size of 32 and number 

epochs of 100 were set respectively. 

The evaluation metrics for the study are accuracy, precision, sensitivity, F1-Score and specificity which are used 

to measure the correctness of a model (accuracy), positive instance detection(positive) and negative class 

identification. 

The equation (11) is used to determine the accuracy. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 (11) 

The precision is calculated using equation (12).  
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𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (12) 

The sensitivity is assessed in equation (13).  

𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (13) 

The recall is calculated using the equation (14).  

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝐹𝑁

𝐹𝑁 + 𝑇𝑃
 (14) 

The f1-score is calculated using the equation (15).  

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =
(𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛) × (𝑟𝑒𝑐𝑎𝑙𝑙) × 2

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙
 (15) 

The specificity is calculated using the equation (16).  

𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 (16) 

These metrics were selected based on importance in evaluating the model for processing imbalanced healthcare data 

because false negatives, as well as false positives, have a heavy impact. 

TABLE I CLASSIFICATION RATES AND EXECUTION TIMES OF THE PROPOSED METHOD AND EXISTING METHODS 

Methods Correct 

classification 

rate (%) 

Incorrect 

classification 

rate (%) 

Execution 

time (s) 

RF [19] 97.6 2.51 2.81 

SVM [20] 98.46 1.336 2.06 

KNN [20] 96.82 7.39 3.71 

IF-LSTM-

RNN 

[proposed] 

99.37 0.35 1.28 

 

Classification Rates and Execution Times for the Proposed Methods vs. Existing Methods As shown in Table 1, 

the IF-LSTM-RNN method obtains the highest correct classification rate (99.37%) and lowest incorrect classification 

rate (0.35%). It is also the quickest in terms of execution time at 1.28 seconds showing how efficient it can be. 

 

Figure 3: Correct and Incorrect Classification Rates. 
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Figure 3 shows the correct and incorrect classification rates for the four methods. The highest rate of correct 

classification is attained by the IF-LSTM-RNN method with a result of 99.37% and the lowest incorrect classification 

of 0.35%. On the other hand, SVM achieves 98.46% in correct classification and 1.336% in incorrect classification. 

Moreover, RF attains 97.6% in correct classification and 2.51% in the incorrect classification while for KNN, it is 

96.82% in correct classification and 7.39% in the incorrect classification. This indicates the better accuracy and 

reliability associated with the IF-LSTM-RNN method.  

 

Figure 4: Execution Times. 

Figure 4 depicts the execution times for each method. The IF-LSTM-RNN method is the most effective with an 

execution time of 1.28 seconds. On the contrary, RF is 2.81 seconds, SVM 2.06 seconds, and KNN is 3.71 seconds. 

This test indicates the shorter execution time associated with the IF-LSTM-RNN method attributable to its 

computational efficiency, which is critical in real-time applications 

TABLE II    Comparative findings 

Metrics Accur

acy 

(%) 

Precisi

on (%) 

Reca

ll (%) 

F1-

score 

(%) 

Sensiti

vity 

(%) 

Specifi

city 

(%) 

RF [19] 97.84 94.63 96.92 92.86 94.92 93.85 

SVM [20] 98.79 97.36 98.44 94.83 96.87 96.77 

KNN [20] 95.46 91.68 94.69 90.58 93.96 92.84 

IF-

LSTM-

RNN 

[propose

d] 

99.62 98.71 99.9

4 

98.64 98.95 97.88 

 

Table II compares the performance metrics of different models (RF, SVM, KNN and IF-LSTM-RNN); including 

accuracy; precision; recall; F1-score sensitivity and specificity. It can be observed that the IF-LSTM-RNN method 

always performs much better than others, demonstrating superior precision in each aspect accordingly and thus 

substantiating its strong performance in classifying healthcare data correctly. 
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Figure 5  Results of precision and accuracy metrics 

Figure 5 depicts accuracy and precision metrics among the models evaluated. The proposed IF-LSTM-RNN model 

shows the best performance in accuracy (99.62%) and precision (98.71%), significantly better than RF, SVM and 

KNN This demonstrates the model well at predicting which makes it highly dependable to be utilized in precision-

critical health application. 

 

Figure 6  Findings of f1-score and recall metrics 

In Figure 6 the F1-score and recall metrics for each machine-learning model are presented. The F1-score of 

(98.64%) and recall rate of (99.94%) for the IF-LSTM-RNN model verify that it well balance between precision and 

recall; It shows the power of this model to pinpoint positive instances accurately in places where high precision and 

recall are vital. 

 

Figure 7   Results of sensitivity and specificity metrics 

Figure 7 compares the sensitivity and specificity of models the IF-LSTM-RNN model achieved a tangible increase 

in higher accuracy at both levels which are up around to nearly perfect values sensitivity (98.95%) and specificity 

(97.88%). Thereby making it perfect for settings such as medical diagnostics where accuracy and proof are critical. 
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This section presents a detailed comparison of different machine learning models such as RF, SVM, KNN and the 

proposed IF-LSTM-RNN. The results have shown that the proposed IF-LSTM-RNN model is the top performer 

among all algorithms, across accuracy, precision-recall F1-Score, Sensitivity and Specificity. One reason for this 

superior performance is that the model exploits a sophisticated architecture, which overcomes key limitations of 

traditional approaches.  This development led to the inevitable advancement of predictive analytics, thereby reducing 

time and offering an accurate model for a large number of real-life medical applications. 

V. CONCLUSION 

This paper presents for the first time a novel IF-LSTM-RNN model to predict healthcare data, by modelling 

temporal dependencies and uncertainties; thereby providing an accuracy performance benchmark in comparison 

with existing models regarding clinical decision support systems. 

The IF-LSTM-RNN model had a higher average accuracy of 99.62%, in comparison to conventional machine 

learning models, when applied to healthcare tasks. It outperformed Random Forest, Support Vector Machine and k-

Nearest Neighbors. It also produced high precision, recall and F1-Score which means it does a good job of reducing 

false positives/ negatives. 

Computational time rates of the proposed IF-LSTM-RNN (1.28 s) were significantly decreased in terms when 

comparing with traditional models ranging from 2.81–3.71 seconds, to be suitable for real-time healthcare 

applications since must make prompt clinical interpretation decisions. This made our tool more robust in processing 

complex and noisy data (due to integration of fuzzy logic with LSTM-RNN that makes a dependable source for clinical 

purpose. 

The study is constrained by a small size and simulation data not the real world. Future research should extend 

this work to cover: the maximum increase of the dataset, handling real-world data and exploring deeper 

regularization techniques. 

The IF-LSTM-RNN model represents a substantial leap in healthcare data prediction by incorporating fuzzy logic 

with linear temporal-step-by-sequential outreaches using the LSTM RNN, releasing an improved and sophisticated 

approach to reshape clinical decision-making benefiting enhanced patient outcomes and health services. 
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