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Images have been frequently utilized as ideal conditions for hiding information through the 
employment of steganography algorithms. The information for hiding ranges between 
documents digitization, other secret image where hidden data is said to be embedded without 
the intervention of human. Until now, an abundance of steganography algorithms are found in 
the state of the art works, as well as steganalysis techniques, dedicated to hidden information 
detection in files. Present day Steganography algorithms depend on machine learning (ML) and 
deep learning (DL) for embedding as much as secret text image as probable as reducing visual 
changes in given input image (i.e., cover image) with improved accuracy. However, the 
embedding rate and bit error rate was focused minimally. Following this direction, this article 
endeavors to exemplify that a Generative Adversarial Network (GAN) can be utilized to 
enhance the potentiality of spatial domain steganalysis method and to position secret text 
message information with minimal image alteration (i.e., improving the embedding rate and bit 
error rate) significantly. In this work a method called, Gamma Statistic Kakutani Fixed-point 
and Equilibrium Generative Adversarial Network-based (GSKF-EGAN) secure steganography 
is proposed. First, a Gamma Statistic Histogram Equalization-based Preprocessing model is 
designed by fine tuning gamma coefficient and equalization for both cover image and secret 
text image to circumvent high peak and ensure optimal illumination simultaneously. Second, 
Kakutani Fixed-point and Equilibrium Generative Adversarial Network-based Steganography 
model is design with the processed images as input. Here by employing the Kakutani Fixed-
point ensures significant embedding rate during the embedding process and by using Strategic 
Equilibrium for validation ensures minimum distortion or bit error rate during the extraction 
process. Also experimental results reveal that retrieved secret message data generated by 
GSKF-EGAN method with minimum distortion or bit error rate, therefore enhancing retrieved 
image quality with higher embedding rate than those generated by conventional image 
Steganography techniques.   

Keywords: Image Steganography, Gamma Statistic, Histogram Equalization, Machine 
Learning, Deep Learning, Kakutani Fixed-point, Equilibrium Generative Adversarial Network. 

 

INTRODUCTION 

Over the past few decades, quite a few materials and methods have been designed for information hiding and 
preserve communication channels in a secure manner. Upon comparison with the cryptography, that concerns to 
materials and methods where the message is altered with the purpose of making it in indiscernible for undesirable 
readers, steganography is art of producing data unseen to keep away from being identified through third party. To 
attain extreme safeguard of a provided data piece, both cryptography and steganography are employed in 
coexistence, embedding an encrypted messaged to image employing steganographic algorithm. 

Support Vector Machine (SVM) and Integer Wavelet Transform (IWT) was proposed in [1].Here, initially, SVM was 
utilized in is employed primary to segregate RoI from No-Represent in medical image. Following which IWT was 
appertained with the purpose of embedding secret information inside the non area of interest portion of medical 
cover image. In addition, circular array as well as shared secret key were applied with objective of improving the 
robustness in a significant manner. With this type of design resulted in the improvement of PSNR with higher rate 
of structural similarity and finally minimizing the bit error rate extensively. However, the embedding rate involved 
in steganography process was not focused. Hitherto, an abundance of steganography techniques are designed in the 
literature simultaneously with steganalysis techniques, with the idea of detecting hidden information.  
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Moreover, contemporary steganography methods depend on CNN to embed as much information as probableas 
reducing visual transposes in image. With this objective, Generative Adversarial Networks and Genetic Algorithm 
were designed in [2] to enhance the potentiality of spatial domain steganalysis as well as enclose secret information 
by nominal image changes. By means of this integrated method resulted in the improvement of true positive rate 
and accuracy with minimal true negative rate simultaneously.  

Despite improvement in terms of accuracy and true negative rate, the bit error rate involved in spatial domain 
steganalysis was not focused. To address the above said issues, in this work a method called, Gamma Statistic 
Kakutani Fixed-point and Equilibrium Generative Adversarial Network-based (GSKF-EGAN) secure steganography 
is proposed.  

1.1 Contributing remarks  

The contributions of the work include the following:  

• A novel Gamma Statistic Histogram Equalization-based Preprocessing model is defined based on gamma 
coefficient that ingeniously controls high peak from transposing the course of action of histogram statistic. This 
model in turn improves the contrast and enhances the illumination in a simultaneous manner and engineering 
magnificent execution in refining both cover image and secret text message with high peak in histogram. 

• To propose and implement Kakutani Fixed-point and Equilibrium Generative Adversarial Network-based 
Steganography algorithm for stego image generation, therefore enhancing visual quality of  recuperated image with 
minimum distortion  

• Employ of Kakutani Fixed-point and Equilibrium functions for cover image generation minimizes 
degradation of image quality from conventional  steganography methods, SVM and Integer Wavelet Transform and 
Generative Adversarial Networks and Genetic Algorithm. 

• The performance is evaluated via immense simulations based on BOSSBase v1.0.1 dataset natural image 
brain MRI image dataset. Compared with Support Vector Machine and Integer Wavelet Transform [1] and 
Generative Adversarial Networks and Genetic Algorithm [2], our Gamma Statistic Kakutani Fixed-point and 
Equilibrium Generative Adversarial Network-based (GSKF-EGAN) secure steganography method is comparatively 
better in embedding quality (i.e., embedding rate , bit error rate), recovered visual quality (i.e., PSNR, SSIM) 
respectively. 
1.2 Organization of the work  

The organization of the paper is given as follows. Section 2 presents the secure steganography method review of 
related literature. Section 3 provides the proposedGamma Statistic Kakutani Fixed-point and Equilibrium 
Generative Adversarial Network-based (GSKF-EGAN) secure steganography work in detail. The elaborate 
experimental results and discussionsare detailed in Section 4. The paper concludes in Section 5.  

Related works 

As emergence of Natural Language Processing (NLP) to research discipline, linguistic Steganography has replaced 
further categories of Steganography. In [3] the positive features of natural language processing based Markov chain 
method for generating auto generative cover text was proposed in [3]. To not only ensure information security but 
also to improve the embedding rateRNN model was pursuedthroughLSTM neural network. Nevertheless, crucial 
reviews have been heightened concerning the security and privacy aspects.  

Deep learning was applied in [4] that improved steganography in ad hoc system by reducing message detection 
rates significantly. Steganography excels other methods of data security from possible menaces. Steganography is 
an insurgence where prevailing information compression, data postulation and cryptography evolutions are 
combined to converge necessitate for data protection over the Internet.  

A detailed study and critical analyses by comparing prevailing cover steganography methods were investigated and 
also valuable results were identified in [5]. The application of image steganography is not only restricted to natural 
and still images but also are said to be extended in medical domain in which medical data privacy and security 
account for a paramount matter in question. Also, the medical data confidentiality can be attained by means of 
encryption and data hiding algorithms. More over with the evolution of quantum computers based on mathematical 
modeling the data is said to be hacked.  

In [6], a novel method for medical image steganography technique. With this type of design resulted not only in the 
improvement of PSNR but also improving the payload capacity in an efficient manner. Presently, the most eminent 
method to image steganography to implant payload as reducing an adequately defined distortion.Practitioner’s 
objective here remains in designing a mechanism to attain a method by enhanced empirical statistical detectability.  
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Distortion design method based on universal wavelet was proposed for embedding in a random domain in [7].As 
far as digital communication environment is concerned, securitizing the information is imperative. Three crucial 
specifications utilized in design procedure of steganography algorithm are fidelity, security as well as payload. 
Nevertheless, distinct algorithms are executed in information hiding.  

In [8], anew steganography method depend on agent technology was presented. Here secure communication was 
designed based on the steganography framework.Yet another data security mechanism employing learning 
management system was designed in [9]. In spite of the indestructible existence of color images for 
communication, several research works have been designed for grayscale Steganography images. However, in [10], 
a steganographic method involving spatial color images based on associations as well as divergences among color 
channels was presented. With this the embedding capacity was said to be improved extensively.  

With the evolution and advancement of technology, data has highly vulnerable to mishandling as well as 
exploitation. This resulted in inception of information hiding based on steganography and extraction via 
steganalysis. In [11] Blind steganalysis method was employed by abstraction of ML embodied into it. 

Yet another information hiding method employing semi supervised algorithm focusing on the bit error rate and 
success rate was designed in [12]. Statistical imaging model was proposed in [13] with second order statistics was 
focused to address the issues concerning secured embedding capacity.  

Steganography detectors constructed with aid of deep CNN have vehemently entrenched one another as 
comparatively better to the preceding detection prototype classifiers on the basis of rich media methods. 
Nevertheless, prevailing network architectures still contains constrained convolutional kernels that compromises 
the accuracy rate significantly. 

In [14], a deep residual architecture was presented for reducing utilization of heuristics that enhanced the detection 
accuracy significantly review of deep learning techniques combining information hiding technology was 
investigated in [15]. In contemporary literature concerning steganalysis, it perceived which a deeper network is 
desired for minimum tone noise detection images.  

Nevertheless, a deep learning model called, Fractal Network was designed in [16-18] on the basis of self-similarity 
and expanded profound and extensive by sustaining an equilibrium between shallowness and breadth utilizing a 
recurrent transformation of an elementary building block. In [18-20], the hypothesis of fractal network was used 
for steganography detection.  

Steganographic methods are schemes are frequently outlined in a method with the purpose of preserving 
steganalytic characteristics. Owing to the reason that most of the steganalytic methods utilize a classifier based on 
ML, it is appropriate or practical to involve countering steganalysis, nevertheless, simply employing perturbations 
on stego images may result in the data extraction failure and generate introduce unpredicted noises.  

In [21-23], a steganographic method employing adversarial embedding that attains the objective of stego message 
hiding with minimum distortion was presented. In this manner better security was said to be achieved. Despite 
improvement observed in terms of both security and distortion, the complexity involved in the design was not 
focused. To address on this issue, a channel-wise convolution model was employed in [24] to address on the 
complexity related issues. A steganography framework employing a distortion function was designed in [25]. Here, 
first, generator with the aid of U-Net architecture translated cover image to embedding probability map, following 
which double-tank function was employed in approximating optimal embedding and finally utilizing CNN by 
several high pass filters as discriminator. With this type of design adversarial training time was reduced 
considerably.  

Motivated by the above mentioned works, in this paper, a Gamma Statistic Kakutani Fixed-point and Equilibrium 
Generative Adversarial Network-based (GSKF-EGAN) secure steganography method is introduced. 

Gamma Statistic Kakutani Fixed-point and Equilibrium Generative Adversarial Network-based 

Secure Steganography 

Through evolution of computer as well as communication technology, extensive amounts of images are hoard and 
transmitted via internet. The process of retaining certain sensitive images, like, sensitive medical images from 
accessed by third parties has paramount bifurcate of data security. To address on this aspect, a probable way 
remains in hiding the secret images in carrier image so which visual contents do not change.  In this manner, only 
authorized users extract data of secret image and referred to image steganography. 

Upon comparison with the conventional Steganography method, steganographic algorithm based on deep learning 
perceives spontaneous image hiding and extraction where there requires no necessitate for human interference. 
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Distinctive features can be extracted by fine tuning parameter information that in turn extensively enhances the 
significance of image steganography. The flow chart of the proposed Gamma Statistic Kakutani Fixed-point and 
Equilibrium Generative Adversarial Network-based Secure Steganography method is shown in figure 1.  

 

Figure 1: Structure of Gamma Statistic Kakutani Fixed-point and Equilibrium Generative Adversarial Network-
based Secure Steganography 

As illustrated in the above figure, there are preprocessing, embedding ‘𝐸𝑚𝑏𝑒𝑑’ via the generator model ‘𝐺’ and 
extracting ‘𝐸𝑥𝑡𝑟𝑎𝑐𝑡’ via the discriminator model ‘𝐷’. Initially, preprocessing network normalizes secret image while 
extracting essential features via Gamma Statistic Histogram Equalization-based Preprocessing model. Next, the 
Kakutani Fixed-point and Equilibrium Generative Adversarial Network embedding algorithm ‘𝐸𝑚𝑏𝑒𝑑𝐴𝑙𝑔’ embeds 
the secret text or secret message ‘𝑆𝑀’ and cover image ‘𝐶𝐼’ to generate a stego image ‘𝑆𝐼’. Finally, extracting 
algorithm Kakutani Fixed-point and Equilibrium Generative Adversarial Network (i.e., the inverse 
process)‘𝐸𝑥𝑡𝑟𝑎𝑐𝑡𝐴𝑙𝑔’ extracts the secret image via a transmission channel. 

1.3 Dataset description 

BOSSBase v1.0.1 dataset is used for performing simulation purpose. The dataset consists of 10,000 grey as well as 
white images by pixel values ranging between ‘0’ and ‘255’ and overall image size of ‘256 × 256’ pixels. Natural 
images present in this dataset are considered as cover image ‘𝐶𝐼’ and the text images present in this dataset are 
considered as secret message or secret image ‘𝑆𝑀’. Once dataset has provoked, it has been disjoined to arbitrary 
training as well as test sets. All of these training and testing sets is organized through set of cover images and their 
associated stego images. Training and testing set comprise 60% of training images (6000) and 40% of the testing 
set images (4000) respectively. 

1.4 GAN Image Steganography System Model 

Generative Adversarial Network based image Steganography employed in our work is featured by being 
incompetent to produce sample images as near as possible to target samples. By employing Game theory GAN 
includes a Generator model ‘ 𝐺 ’ and a Discriminator model ‘ 𝐷 ’ separately. Here, Generator model ‘ 𝐺 ’ 
metamorphoses the arbitrary noise that follows the preceding allocation to generated samples, so which 
distribution of generated sample that executes as near as possible to the real data and on the other hand, the 
Discriminator model ‘𝐷’ decide whether the input simulation samples are real or generated samples. Finally, 
Generative Adversarial Network based image Steganography is summarized as a MinMax game theory where 
Discriminator model ‘𝐷’ tries to maximize probability of accurately differentiating between real and generated 
samples whereas the Generator model maximize the probability which Discriminator model ‘ 𝐷 ’ does not 
differentiate generated samples. Then, system model for designing image Steganography based on GAN is 
formulated as given below. 
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min
𝐺

max
𝐷

𝑓(𝐷, 𝐺) = 𝐸𝐶𝐼~𝑃𝑟𝑜𝑏𝐶𝐼(𝐶𝐼)[log 𝐷(𝐶𝐼)] + 𝐸𝜖~𝑃𝑟𝑜𝑏𝜖(𝜖) [log (1 − 𝐷(𝐺(𝜖)))] (1) 

From the above equation (1), ‘𝐺(𝜖)’ denotes the Generator model ‘𝐺’ generated sample or the cover image ‘𝐶𝐼’ based 
on the input arbitrary noise ‘𝜖’. Also ‘𝐷(𝐶𝐼)’ denotes probability which Discriminator model ‘𝐷’ ascertains the 
sample ‘𝐶𝐼’ is real sample cover image or not.  

1.5 Gamma Statistic Histogram Equalization-based Preprocessing model  

Owing to the reason that secret message has embedded with cover image of image processing; stego image 
processing generation method requires to trained initially. Generation method employs Gamma Statistic Histogram 
Equalization for initial training process. Prior to the training of generation method, Gamma Statistic Histogram 
Equalization is executed on the original cover image ‘𝐶𝐼’ and secret image text ‘𝑆𝑀’ to model dual processed image 
sets. Following which dual processed image sets utilized for designing secure steganography model. Figure 2 shows 
the structure of Gamma Statistic Histogram Equalization-based Preprocessing model. 

 

Figure 2: Structure of Gamma Statistic Histogram Equalization-based Preprocessing 

As shown in the above figure, with the raw images obtained as input from BOSSBase v1.0.1 dataset are subjected to 
normalization and fine tuning of gamma coefficient is performed to generate final processed results for further 
processing. To systematically take different types of detail information into consideration, cover image and secret 
image text are normalized discretely. Mean normalization is conducted on cover image and secret image text to 
guarantee images discharges rational dispersal with mean ‘0’ and standard deviation of ‘1’ respectively as given 
below.  

 𝑁𝐶𝐼 =
𝐶𝐼−𝜇(𝐶𝐼)

𝜎(𝐶𝐼)
         (2) 

 𝑁𝑆𝑀 =
𝑆𝑀−𝜇(𝑆𝑀)

𝜎(𝑆𝑀)
         (3) 

From the above equations (2) and (3), ‘𝐶𝐼’ and ‘𝑆𝑀’ represents the sample cover image and sample secret text 
image, ‘𝜇(𝐶𝐼)’ and ‘𝜎(𝐶𝐼)’ are mean and standard deviation of the corresponding images respectively. Following 
which to enhance texture, Gamma Statistical function is applied with the purpose of enhancing the illumination 
placement and this is mathematically stated separately for the normalized cover and secret text message as given 
below.  

 𝐺𝑁𝐶𝐼 = 𝐺𝑎𝑚𝑚𝑎(𝑁𝐶𝐼(𝑝, 𝑞)) = {
(

𝑁𝐶𝐼(𝑝,𝑞)

𝑀𝑎𝑥(𝑁𝐶𝐼)
)

𝛾𝑖
∗ 𝑀𝑎𝑥(𝑁𝐶𝐼), 𝑁𝐶𝐼(𝑝, 𝑞) ≥ 0

(
𝑁𝐶𝐼(𝑝,𝑞)

𝑀𝑖𝑛(𝑁𝐶𝐼)
)

𝛾𝑖
∗ 𝑀𝑖𝑛(𝑁𝐶𝐼), 𝑁𝐶𝐼(𝑝, 𝑞) < 0

 (4) 
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 𝐺𝑁𝑆𝑀 = 𝐺𝑎𝑚𝑚𝑎(𝑁𝑆𝑀(𝑝, 𝑞)) = {
(

𝑁𝑆𝑀(𝑟,𝑠)

𝑀𝑎𝑥(𝑁𝑆𝑀)
)

𝛾𝑗
∗ 𝑀𝑎𝑥(𝑁𝑆𝑀), 𝑁𝑆𝑀(𝑟, 𝑠) ≥ 0

(
𝑁𝑆𝑀(𝑟,𝑠)

𝑀𝑖𝑛(𝑁𝑆𝑀)
)

𝛾𝑗
∗ 𝑀𝑖𝑛(𝑁𝑆𝑀), 𝑁𝑆𝑀(𝑟, 𝑠) < 0

 (5) 

From the above equations (4) and (5) ‘𝑁𝐶𝐼’, ‘𝑁𝑆𝑀’ stands for the normalized cover images and normalized secret 
text messages with ‘𝑁𝐶𝐼(𝑝, 𝑞)’ and ‘𝑁𝑆𝑀(𝑟, 𝑠)’ representing certain pixel information accordingly. Finally, the fine 
tuned gamma coefficient results are modeled as given below. 

 𝛾𝑖 = 𝛿(1 − 𝑁𝐶𝐼(𝑝, 𝑞))        (6) 

 𝛾𝑗 = 𝛿(1 − 𝑁𝑆𝑀(𝑟, 𝑠))        (7) 

From the above equations (6) and (7), the fine tuned gamma coefficient value lies between ‘0’ and ‘1’ that in turn 
makes the magnitude of intensification insignificant over low prevalence portion and significant over high 
prevalence potion that can efficiently circumvent noise magnification by maintaining low prevalence portion 
respectively. The pseudo code representation of Gamma Statistic Histogram Equalization-based Preprocessing is 
given below.  

 

Algorithm 1: Gamma Statistic Histogram Equalization-based Preprocessing 

As given in the above algorithm with the purpose of enhancing the image enhancement quality results via PSNR, a 
gamma coefficient is applied to the generated statistic histogram for the corresponding input cover image as well as 
secret text message. With this objective first, mean normalization function is used to cover image and secret text 
message. Following which normalized cover images and secret text message are subjected to gamma coefficient 
function. Finally, fine tuning is performed to return the processed results by reducing high peak and controlling 
over enhancement.  

1.6 Kakutani Fixed-point and Equilibrium Generative Adversarial Network-based 
Steganography model 

Over the decades, the ever accelerating evolutions of communication technology permitted the free transferring and 
sensitive information sharing over the complicated internet network. In the recent years, secured communication 
between users or parties is ensured via mathematical models accelerated steganographic algorithms. Nevertheless, 
most of the traditional steganographic algorithms experience high embedding while determining the best position 
for hiding secret message text in the host channel with minimal bit error rate. This limitation is surpassed in our 
work by introducing the Generative Adversarial Network (GAN) based steganographic algorithm, where the GAN 
employs a distributed representation to store the learning knowledge via generator user ‘𝐺𝑈’ and discriminator user 
‘𝐷𝑈’ respectively. This in turn by introducing the back propagation function via Kakutani Fixed-point that in turn 
warrants the existence of a fixed-point only if the quadrant conditions are satisfied. As a result secured image 
Steganography process is said to be ensured. Here, the discriminator process (i.e., embedding) is performed using 
the convolutional operation via discriminator user ‘𝐷𝑈’ and in a similar manner, the generator process (i.e., 
extraction) is performed using the deconvolutional operation via generator user ‘𝐺𝑈’. Figure 3 shows the structure 
of Kakutani Fixed-point and Equilibrium Generative Adversarial Network-based Steganography model. 
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Figure 3: Structure of Kakutani Fixed-point and Equilibrium Generative Adversarial Network-based 
Steganography model 

As shown in the above figure, let us consider a secure probability steg space ‘𝛼, 𝛽𝑟𝑒𝑓’ with the involvement of two 

players or users. Here, the dual players, discriminator user ‘𝐷𝑈’ (i.e., the sender) sends cover image ‘𝐶𝐼’ as well as 
the secret text message ‘𝑆𝑀’ via convolution process whereas the generator user ‘𝐺𝑈’ can either be the intended 
recipient user or malicious user. Here the task remains in sending the stego images to the intended recipient user 
with higher rate of security. Here the generator user ‘𝐺𝑈’ strategy set is ‘𝑃𝑟𝑜𝑏(𝛼)’, whereas the discriminator user 
‘𝐷𝑈’ strategy set is ‘𝛽𝐷𝑈: 𝛼 → 𝑃𝑟𝑜𝑏[0,1]’. Then, the Generative Adversarial Network-based game theory in our work 
with the objective function formulated as given below.  

𝑂𝑏𝑗𝑓𝑢𝑛(𝛽𝐺𝑈 , 𝜇𝐷𝑈[𝐺𝑁𝐶𝐼, 𝐺𝑁𝑆𝑀]) = 𝐸𝑝~𝛽𝑟𝑒𝑓,𝑞~𝛽𝐷𝑈
(𝑝)[log 𝑞] + 𝐸𝑝~𝛽𝐺𝑈,𝑞~𝛽𝐷𝑈

(𝑝)[log(1 − 𝑞)]       (8) 

From the above equation (8) objective function ‘𝑂𝑏𝑗𝑓𝑢𝑛(𝛽𝐺𝑈 , 𝜇𝐷𝑈)’ is formulated based on the secure probability 
steg space and strategy set of generator user ‘𝐺𝑈’ and discriminator user ‘𝐷𝑈’ respectively. Following which the 
formulation of objective function is mathematically represented as given below.  

𝐺𝑈 → 𝑀𝑎𝑥(𝑂𝑏𝑗𝑓𝑢𝑛(𝛽𝐺𝑈 , 𝜇𝐷𝑈[𝐺𝑁𝐶𝐼, 𝐺𝑁𝑆𝑀]))     (9) 

𝑆𝐼 = 𝐷𝑈 → 𝑀𝑖𝑛(𝑂𝑏𝑗𝑓𝑢𝑛𝑣(𝛽𝐺𝑈 , 𝜇𝐷𝑈[𝐺𝑁𝐶𝐼, 𝐺𝑁𝑆𝑀]))    (10) 

From the above equations (9) and (10), the generator user ‘𝐺𝑈’ objective remains in maximizing the objective (i.e., 
maximizing the stego image to be given to the intended user) whereas the discriminator user ‘𝐷𝑈’ objective remains 
in minimizing the objective (i.e., minimizing the stego image to be given to the malicious user).  Then, according to 
the Kakutani Fixed point, the extraction formulates are designed wherein only upon the satisfaction of three 
conditions given below.  

𝛽𝐺𝑈
′ ∈ arg max

𝛽𝐺𝑈

(𝑂𝑏𝑗𝑓𝑢𝑛(𝛽𝐺𝑈 , 𝜇𝐷𝑈[𝐺𝑁𝐶𝐼, 𝐺𝑁𝑆𝑀])) , 𝛽𝐷𝑈
′ ∈ arg min

𝛽𝐷𝑈
𝑜𝑏𝑗𝑓𝑢𝑛(𝛽𝐺𝑈

𝑞
, 𝛽𝐷𝑈) (11) 

𝛽𝐷𝑈
′ ∈ arg max

𝛽𝐷𝑈

(𝑂𝑏𝑗𝑓𝑢𝑛(𝛽𝐺𝑈 , 𝛽𝐷𝑈[𝐺𝑁𝐶𝐼, 𝐺𝑁𝑆𝑀])) , 𝛽𝐺𝑈
′ ∈ arg min

𝛽𝐺𝑈

𝑜𝑏𝑗𝑓𝑢𝑛(𝛽𝐺𝑈 , 𝛽𝐷𝑈
′ ) (12)  

From the above equation (11), the condition is satisfied from the fact that the argmax function is simplex and hence 
compact. In a similar manner, from the above equation (12), the condition is satisfied by way of argmax function 
supporting sending of cover image and secret text message to the intended recipient. Finally, to prove the existence 
of the best equilibrium using Kakutani Fixed point is mathematically stated as given below. 

𝐾𝑁𝑖(𝐷𝑈−𝑖) = arg max
𝐷𝑈𝑖

𝑃𝑂𝑖(𝐷𝑈𝑖 , 𝐷𝑈−𝑖)      (13) 

From the above equation (13), the condition is said to be satisfied as a result of mixed strategies with maximum 
payoffs ‘𝑃𝑂𝑖’, therefore ensuring data security in a smooth fashion. The pseudo code representation of Kakutani 
Fixed-point and Equilibrium Generative Adversarial Network-based Steganography to ensure smooth and secure 
embedding and extraction process is given below. 
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        Algorithm 2: Kakutani Fixed-point and Equilibrium Generative Adversarial Network-based Steganography 

As given in the above algorithm, with the processed cover and secret text images obtained as input, both the images 
are subjected to embedding process using Kakutani Fixed-point via Generative Adversarial Network.  Here, with 
the aid of Kakutani Fixed-point theorem, only upon satisfying three conditions, condition validity is ensured, 
therefore reducing the bit error rate involved in image Steganography significantly. Moreover to improve 
embedding rate strategic equilibrium or three conditions are introduced via Generative Adversarial Network that in 
turn improves the embedding rate in an extensive manner. Hence, by improving the embedding rate, Structural 
Similarity Index (SSIM) is improved, i.e., enhancing the similarity between cover image and stego images.  

Simulation setup 

It gives an extensive explanation of experimental analysis performed on Gamma Statistic Kakutani Fixed-point and 
Equilibrium Generative Adversarial Network-based (GSKF-EGAN) secure Steganography method using BOSSBase 
v1.0.1 dataset (https://dde.binghamton.edu/download/). Dataset contains overall of 10,000 with training and 
testing set include 60% of training images (6000) and 40% of the testing set images (4000) respectively. 4000 
images are employed as training possessing various size. Experimentation has been carried out by MATLAB 
R2023a .Here, we examine performance of the proposed GSKF-EGAN secure Steganography technique that is 

https://dde.binghamton.edu/download/
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estimated by Peak Signal to Noise Ratio (PSNR), Bit Error Rate (BER) and Embedding Rate (bpp) and SSIM 
respectively.  

Analysis of embedding quality  

To measure embedding quality of Gamma Statistic Kakutani Fixed-point and Equilibrium Generative Adversarial 
Network-based (GSKF-EGAN) secure Steganography method and provide a detailed analysis by comparing it with 
the existing methods, Support Vector Machine and Integer Wavelet Transform [1] and Generative Adversarial 
Networks and Genetic Algorithm [2], embedding rate and bit error rate are validated. To ensure fair comparison 
similar image sizes are employed for both the GSKF-EGAN method and existing methods, Support Vector Machine 
and Integer Wavelet Transform[1] and Generative Adversarial Networks and Genetic Algorithm[2] respectively.  

1.6.1 Embedding rate 

It measures ratio between entire number of bits embedded in cover image as well as total number of pixels in cover 
image and is measured in bits per pixel (bpp). In addition, the embedding rate measures the amount of data that we 
can hide in cover image in addition to the secret message data employing a reversible data hiding mechanism. 
Hence, it represented by ‘𝐸𝑅’ is referred highest payload of stego image and mathematically stated given below. 

 

In equation (14), the embedding rate ‘𝐸𝑅’ is estimated on the basis of ‘𝑃𝐿’, total number of secret message bits in 
addition to secret message data embedded in processed cover image and ‘𝑖 ∗ 𝑗’ indicates cover image original size 
whereas ‘(2 ∗ 𝑖 − 1) ∗ (2 ∗ 𝑗 − 1)’ represents the processed cover image with respect to actual cover image size and 
‘𝑃𝐿 = 0.05’.Table 1 provides the investigation of GSKF-EGAN method by Support Vector Machine and Integer 
Wavelet Transform [1] and Generative Adversarial Networks and Genetic Algorithm [2] with reference to 
embedding rate value attained for ten distinct cover images based on values substituting in equation (14) 
respectively. 

Table 1: Tabulation of embedding rate using GSKF-EGAN, Support Vector Machine and Integer Wavelet 
Transform [1] and Generative Adversarial Networks and Genetic Algorithm [2] 
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Figure 4: Sample images versus embedding rate 

Figure 4 given above illustrates embedding rate graphical representation by varying image sizes ranging between 
77KB to 106KB. In Figure 4 it is clearly seen obviously GSKF-EGAN achieved embedding rate of 3.69bits/pixel for 
testing image sizing of 77KB that is finest than the conventional  methods, 3.03KB [1] and 2.47KB [2]. All other 
compared methods, [1], [2] had comparatively lesser embedding rate when juxtaposed with the GSKF-EGAN 
method for every varying test images. In addition, visual nature of stego images acquired through GSKF-EGAN 
method is normal when compared to [1] and [2].Moreover, the GSKF-EGAN method significantly safeguards every 
requisite info of natural image as well as generated fine tuned stego images by applying Gamma Statistic Histogram 
Equalization-based Preprocessing model. Along these lines, it is significantly concluded that the GSKF-EGAN 
method imparted eminent embedding rate for natural images as compared techniques did not. Therefore upon 
comparison the embedding rate was better by GSKF-EGAN method by 8% and 17% than the [1] , [2]. 

1.6.2 Bit Error Rate  

Embedding rate is measured to validate the proposed method. It is represented as below.  

 𝐵𝐸𝑅 =
1

𝑚𝑛
[∑ ∑ 𝐶𝐼𝑜(𝑖, 𝑗) ⨁ 𝐶𝐼𝑒(𝑖, 𝑗)𝑛

𝑗=1
𝑚
𝑖=1 ] ∗ 100    (15) 

From the above equation (15), the bit error rate ‘𝐵𝐸𝑅’ is valued taking into consideration original cover image 
‘𝐶𝐼𝑜(𝑖, 𝑗)’ and extracted cover image ‘𝐶𝐼𝑒(𝑖, 𝑗)’ with ‘(𝑚, 𝑛)’ representing dimensions. The resultant bit error rate 
value measured using the above equation from the selected 10 distinct cover image samples are given in table 2. 
One of the significant feature i.e., bit error rate was not identified to be homogeneous for all the ten sample cover 
images but relative analysis inferred lesser bit error rate using GSKF-EGAN upon comparison with the Support 
Vector Machine and Integer Wavelet Transform [1] and Generative Adversarial Networks and Genetic 
Algorithm[2]. 

Table 2: Tabulation of bit error rate using GSKF-EGAN, Support Vector Machine and Integer Wavelet Transform 
[1] and Generative Adversarial Networks and Genetic Algorithm [2] 
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Figure 5: Sample images versus bit error rate 

Figure 5 given above illustrates figurative characterization of bit error rate considered for differing images. Secure 
Steganography method is concerned, efficiency of the method can be analyzed at with closer to 0 value (i.e., bit 
error rate) ensuring advantageous and vice versa. From the above figure, it is inferred that, bit error rate by 
proposed GSKF-EGAN technique was found to be closer to 0 than upon comparison with the existing methods, [1] 
and [2]. The reason was owing to the application of back propagation function via Kakutani Fixed-point where 
three conditions were employed for validating and only upon successful validation, further processing was ensured. 
This in turn reduced the bit error rate during the recovery and extraction process. As a outcome, bit error rate by 
GSKF-EGAN technique was found to be comparatively lesser than [1] and [2] by 17% and 24% respectively.  

1.7 Analysis of extraction quality  

In this section to measure visual quality of recovered image PSNR and SSIM are discussed. Also to ensure fair 
comparison both the performance metrics are validated using the proposed GSKF-EGAN method and existing 
methods [1], [2] with the aid of table and graphical representations.  

1.7.1 PSNR 

Performance of GSKF-EGAN method has validated in several image quality metrics like PSNR, SSIM. It is 
mathematically formulated as given below. 

 𝑃𝑆𝑁𝑅(𝑑𝐵) = 10𝑙𝑜𝑔10
2552

𝑀𝑆𝐸
        (16) 

From the above equation (16), the resultant value of ‘𝑃𝑆𝑁𝑅 ’ is obtained based on mean square error and is 
evaluated below.  

 𝑀𝑆𝐸 =
1

𝑚𝑛
∑ ∑ [𝐶(𝑖, 𝑗) − 𝑆(𝑖, 𝑗)]2𝑛

𝑗=1
𝑚
𝑖=1       (17) 

From the above equation (17), the resultant mean square error ‘𝑀𝑆𝐸’ value is arrived at on basis of difference pixel 
values between the cover image pixels ‘𝐶𝐼(𝑖, 𝑗)’ and stego image pixels ‘𝑆𝐼(𝑖, 𝑗)’. Table 3 tabulates validation results 
of GSKF-EGAN method with Support Vector Machine and Integer Wavelet Transform [1] and Generative 
Adversarial Networks and Genetic Algorithm [2] for all ten distinct cover images respectively. 

 

 

 

 

 

 

 

 



Journal of Information Systems Engineering and Management 
2025, 10(36s) 

e-ISSN: 2468-4376 

  

https://www.jisem-journal.com/ Research Article  

 

77 

 
Copyright © 2024 by Author/s and Licensed by JISEM. This is an open access article distributed under the Creative Commons Attribution 

License which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited. 

 

Table 3: Tabulation of PSNR using GSKF-EGAN, Support Vector Machine and Integer Wavelet Transform [1] and 
Generative Adversarial Networks and Genetic Algorithm [2] 

 

 

Figure 6: Sample images versus PSNR 

Figure 6 illustrate study of PSNR values acquired through GSKF-EGAN and Support Vector Machine and Integer 
Wavelet Transform [1], Generative Adversarial Networks and Genetic Algorithm [2] on differing image sizes. It 
might be discerned magnificently from the above figure that the GSKF-EGAN method imparted permissible 
Gaussian normalized cover image and stego image even at maximum image sizes, but every other compared ones 
[1] and [2] in perspective on their minimized embedding rates might possibly not work at maximum image sizes. 
Exceptional or unprecedented execution of GSKF-EGAN method on every sample test images of distinct sizes is 
chalked up to its eventuality to supervise minimum intensity pixels, by guaranteeing both images discharges 
rational dispersal with mean ‘0’ and standard deviation of ‘1’ using Gamma Statistical function with the objective of 
improving illumination placement prior to data embedding. But, in conventional methods, they essentially 
discarded these divergences as well as distinguish them as non-embeddable cases. It enhancing PSNR with GSKF-
EGAN method by 7% and 14% than the [1],[2]. 

1.7.2 SSIM 

Finally, ‘𝑆𝑆𝐼𝑀’ is measured using three distinct terms, i.e., luminance, contrast and structure and is stated as given 
below. 

 𝑆𝑆𝐼𝑀 (𝑖, 𝑗) =
(2𝜇𝑖𝜇𝑗+𝐶1)(2𝜎𝑖𝑗+𝐶2)

(𝜇2𝑖+𝜇2𝑗+𝐶1)(𝜎2𝑖+𝜎2𝑗+𝐶2)
      (18) 
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From the above equation (18), the SSIM is evaluated taking into considerations the mean values ‘𝜇𝑖𝜇𝑗, 𝜇2𝑖, 𝜇2𝑗’, 

standard deviation ‘𝜎2𝑖, 𝜎2𝑗’ and cross variance ‘𝜎𝑖𝑗’ for sample cover images ‘𝑖, 𝑗’ respectively. To measure the 

similarity level, the Structural Similarity Index (SSIM) is taken into consideration as distinct performance metrics 
to estimate the similarity level. The SSIM validates the association of similarity among stego image and original 
cover image. ‘SSIM’ value lies among ‘−1’ and ‘+1’, here ‘+1’ associates to identical images whereas ‘−1’ associates to 
different or distinct images. Finally, SSIM results obtained when substituted in equation (18) are listed below. 

Table 4: Tabulation of SIIM using GSKF-EGAN, Support Vector Machine and Integer Wavelet Transform [1] and 
Generative Adversarial Networks and Genetic Algorithm [2] 

 

 

Figure 7: Sample images versus SSIM 

Finally, figure 7 shows graphical illustration of SSIM for 10 differing images of distinct sizes. Due to reason that 
natural images are used for image hiding, their SSIM have been estimated for evaluation of the method. The SSIM 
value has been measured for obtaining the values of similarity of existing methods [1], [2] with respect to the 
proposed image employed for analysis. Dominance of proposed method in case of natural cover images is owing to 
the reason that the application of three hypothesis theorem via best equilibrium using Kakutani Fixed point 
function .cover images are maximum. As reason, natural cover images of superior importance are hidden with 
another secret text message to circumvent it for privacy uses. Through this SSIM value using GSKF-EGAN was by 
16% and 21% than the [1] ,[2] respectively. 

Conclusion 

A novel steganographic technique called, Gamma Statistic Kakutani Fixed-point and Equilibrium Generative 
Adversarial Network-based (GSKF-EGAN) which is embedding secret text message in process of histogram 
equalization as well as statistical processing during trained histogram equalization inception model and statistical 
inception model. Between them, image processing inception methods generate contrast enhanced processed images 
during gamma coefficient, after that, the stego images are generated from gamma coefficient mapped through 
secret text message during image processing. To undergo this process, Kakutani Fixed-point and Equilibrium 
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Generative Adversarial Network-based Steganography is applied separately by the discriminator and generator for 
embedding and extraction separately. To confirm security of steganographic method designed in this paper, we 
employ current conventional secure Steganography method to identify processed stego images generated. 
Experimental outcomes manifested that steganographic technique has improved security performance to resist 
recognition by conventional methods.  
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