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ARTICLE INFO ABSTRACT

Received: 22 Dec 2024 Aerial ground images contain multi-level patterns and features, and the classification
accuracy of the model for optical remote sensing scene images is limited due to the complex
spatial patterns, similarity between classes, and high-class diversity. In this paper, an optical
remote sensing scene classification algorithm based on random forests and transfer learning
is proposed. Firstly, multi-level feature information is extracted from the MobileNetV2
model, Vgg19, and then the features are combined. The features extracted from both
algorithms are filtered based on the importance of the feature to the random forest model
chosen for classification, and finally the model is trained on the final features. The proposed
method is verified by experiments on a public remote sensing dataset, UCM. Compared with
other advanced scene classification methods, this method achieves better classification
performance, achieving an accuracy of 97.14%.
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INTRODUCTION

With the great development of remote sensing technologies, satellite and drone images have become widely
used in various fields such as agriculture, urban planning, environmental management, and even in the face of
natural disasters. These images provide knowledge of the Earth's surface, but they are difficult to analyze and
classify.[1], [2], [3] The biggest problem researchers face is to classify scenes correctly, especially with the
difficulty of spatial patterns and similarity between classes[4], [5]. For example, agricultural land may match
residential or industrial land in images and it may be difficult to distinguish between them[6], [3]. The diversity
of classes in remote sensing images makes the task even more difficult, which requires the development of new
techniques to improve classification accuracy[7], [3], [8]. The past decade has seen the emergence of deep
learning techniques, such as CNN, as one of the innovative methods to improve image classification. However,
these methods tend to use large amounts of labeled data and high computational resources, which is not always
possible. Convolutional neural networks consist of two stages: the first stage is feature extraction and the second
stage is classification. [9], [10]Several pre-trained convolutional neural network models have emerged, such as
MobileNet VGG ResNet, which have shown their effectiveness in image classification and feature extraction in
Earth scene[11], [12], [10]. In this paper, a new algorithm for remote sensing scene classification is presented
based on two techniques: random forests and transfer learning. Where pre-trained deep learning models like
MobileNet and VGG19 are used to obtain multi-level features from images. The features are then combined and
filtered according to their importance using random forests.

2. RELATED WORKS

Several researchers have presented methods and models for aerial scene classification where machine learning
techniques were combined with deep learning to enhance classification accuracy. In a study on the effect of
learning methods on remote sensing image classification [13], the author used boosting image classification with
pre-trained models and deep neural networks such as ResNet and VGG to enhance classification accuracy over
traditional methods. In [14], the authors used neural networks on the University of California Merced land
dataset as a basis. The results showed that using GoogLeNet network with support vector machine (SVM)
achieved a classification accuracy of 93%. This demonstrates the effectiveness of combining networks with
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machine learning techniques to support classification processes. Also, in [15], a model called ConvCat was
proposed, which combines the inner network layers with the CatBoost model for scene classification. The results
showed that the new model performed better than existing models with a classification accuracy of 97.44
percent, on the UC Merced dataset and 96.89 percent, on the RESISC45 dataset. In [16], the authors used deep
neural networks to process remote sensing images and classify land use. The experimental results showed that
by combining different models such as CaffeNet and VGG-F, the accuracy is improved. A light convolutional
neural network model was presented in [17], which can effectively classify remote sensing scenes without
increasing computational complexity. The model achieved an accuracy of 88.29% on the University of California
Merced dataset. In [18], the current developments in satellite image analysis using deep learning algorithms
were highlighted. The paper discussed in detail how spectral analysis and machine learning can be used in the
pursuit of more accurate classification. It was noted that the limited labeling of the data is a major obstacle to
this pursuit. The paper [19] proposed deep learning plus classification fusion methods towards improving
remote sensing scene classification. The developed model showed potential to accommodate variable data
patterns and outperformed traditional methods in terms of classification. Researchers have proposed several
methods but have not focused on the fact that this type of image has varying levels of detail and requires the
extraction and classification of df_f@(@ﬁsf)aatures.

3 MATERIALS AND METHODS

The suggested method is explained in this section. A remote earth scene is classified using a multi-step process.
To attain balance, the input photos are first processed and enhanced. Using feature fusion and transfer learning
on the obtained deep feature maps, the second step uses the refined deep CNN models, MobileNet and VGG19,
to extract deep features. Redundant features can be found in the concatenated feature space. The last step
involves classifying aerial terrestrial photos by applying a random forest algorithm to enhance the fused feature
vector's characteristics and eliminate redundant features. Our suggested methodology for classifying distant
earth scenes is explained in full in Figure 1.
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Fig 1. Proposed architecture of Feature fusion model.

This study made use of the UC Merced Land-Use dataset [20] for the purpose of examining and comparing
various classification methods with the proposed model. This data is made up of high-resolution optical images
that are taken in different locations in the USA and belong to the USGS (United States Geological Survey). This
catalog of images includes several types of lands that display various patterns such as agricultural, as displayed

in Fig 2.
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Fig. 2. 21 Classes representative of the UC-Merced Land-Use dataset

The UC Merced collection includes 21 different land-use categories, each with 100 pictures, with the resolution
of 256 x 256 pixels. These categories represent diverse landscapes and urban settlements.

Remote sensing image analysis to discover patterns has a profound reliance on the application of deep learning
features to also extract the deep ones within the images. These are the ones that correspond to the spatial and
the geometric characteristics of objects studied, and thus they contribute to the improvement of the
classification accuracy and efficiency. The suggested method is to employ both MobileNet and VGG19 to extract
deep features from aerial photos, where these features are assembled and studied to spot the most crucial ones
in the classification.

3.1. MobileNetV2 Model

The model uses a MobileNet architecture based on Deeply Separable Convolutions (DSCs), which in turn
reduces the number of computations required. Images of size 224x224x3 are fed into the model, where they
pass through multiple layers to extract the basic features, and then the dimensions are reduced using an Average
Pooling layer to obtain a final feature map of size FV1x1024. Start The process By extension The feature
dimensions are expanded by 1x1 convolution, where the number of channels is increased to represent the data
more detailed. Batch normalization is applied to speed up training and stabilize the model, followed by the
ReLUS6 activation function [21][22][23].

Y = o( BN(W, * X))

Where, Y denotes the output of the layer after the expansion is applied, while X represents the input matrix
containing the features extracted from the previous layer. W, are the weights of the expansion matrix that
determine how the features are transformed. Batch normalization (BN) is applied to improve the stability of the
model during training, and the activation function o, which represents ReLUS6, is used to apply nonlinear
activation to the extracted features.

used This is amazing Stage Separate convolutions for each channel (Depthwise Convolutions), which reduce
computation while maintaining feature quality.

Yy = a(BN(Wy * Y))

Where, Y, represents the output of deep convolution. W, refers to the weights of the deep convolution matrix.
After convolution, BN batch normalization is applied to improve the data distribution, while the activation
function o (ReLU®6) is used to introduce a nonlinear response and improve the model performance.

After Extract Features With deep convolution, the dimensionality is reduced using 1x1 convolution (Pointwise
Convolution). This process aims to reduce the number of channels while retaining the most important
information. Batch normalization is applied after this step to ensure the stability of the training.

b= BN(W, + 1,)
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Where, Y, refers to the output of the projection layer, where the number of channels is reduced to the desired
value. This is done using the projection weights W, which determine how to reduce the features extracted from
the previous layers. The batch normalization process BN ensures improved model stability and prevents
oscillations during training.

if He was number The channels in the input equal the number of channels in the output, a residual connection
is applied to enable deep training without losing information.

Youy = ¥, + X

Where, Y,,;jrepresents the final output after applying residual correlation, where the extracted features Y, are
combined with the original input X. This correlation allows the data to flow through the layers without losing
information, which helps improve training efficiency and prevents the vanishing gradient problem.
The following equation represents the complete process of feature extraction in MobileNetVa:

Y {out} = BNW_p* (6c(BN(W_d* (6(BN(W_e * X)))))))
In this equation, the following sequence is applied to extract features from the input image:
First, the input X is dilated using weights W,, then it is passed to the deep convolution stage using weights W,.
Then, the projection operation is applied using W,,, and finally the batch normalization BN and ReLU6 activation
function are applied to obtain the final features Y(,,;. If there is a dimensional match, the original input X is
added to preserve the information through the residual connection.

3.2. VGG19 Model

The VGG19 model has 3x3 convolutions. Images of size 224x224x3 are fed into the model, and passed through
19 layers of convolutional and pooling layers, which helps in extracting multi-level features from aerial images.
SoftMax is then used in the final layer to classify the extracted features. The features are extracted across layers
using the following mathematical equation [24][25]:

Ay = ReLU(Wy, * Agm—py + bp)
In this equation, A,, represents the output of layer m after applying convolution and activation, which is

calculated using the convolution weights W,,,, the features extracted from the previous layer A,,_;;, and the bias
b,,,. ReLU activation function is applied.

B, = MaxPool(4,,)
where B,, represents the pooling output after applying Max Pooling, which reduces the size of extracted features.
3.3. Feature Fusion

Feature Fusion The technique that is proposed is a feature fusion-based classification approach with MobileNet
and VGG19 features. The features are combined through a hierarchical feature fusion, in which features of
different levels are combined to obtain a representation of the aerial images. Feature selection methods are
applied after feature fusion to identify the most important features in classification. This is achieved based on
feature importance analysis for all the trees in the random forest model, such that non-significant features are
eliminated so that the computational efficiency of the model is enhanced without compromising its classification
accuracy.

3.4. Random Forest Classification

Random Forest is one of the bagging algorithms. This model is based on creating an ensemble of decision trees,
where each tree is trained on a random set of features. The final class is determined based on the votes of the
trees, which reduces the possibility of overfitting and improves classification accuracy. In this paper, a random
forest model is trained using the extracted final features [26][27].

4. RESULTS

The performance of different feature extraction models was evaluated using four classification algorithms,
namely SVM, Random Forest, XGBoost, and Neural Network. Table 1 shows the classification accuracy of each
model with each classifier.

Table 1: Performance of feature models with different classifiers

Feature Model SVM Random Forest XGBoost Neural Network
MobileNetV2_VGGi19 91.43 97.14 92.62 96.67
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MobileNetV2 85.71 93.33 86.90 93.33
VGG19 63.81 72.38 64.29 73.57
ResNet50 60.48 27.14 65.95 32.14

The average performance of each model across all classification algorithms was calculated, based on the criteria
of Accuracy, Precision, Recall, and F1-Score. Table 2 shows the calculated results.

Table 2: Average model performance comparison

Evaluation Criteria MobileNetV2_VGG19 MobileNetV2 VGG19 ResNet50
Average Accuracy 94.46% 89.31% 68.51% 46.93%
Average Precision 94.32% 88.95% 68.23% 46.52%

Average Recall 94.48% 89.35% 68.61% 47.12%
Average F1-Score 94.39% 89.13% 68.41% 46.82%

The performance of each model was analyzed using Precision, Recall, and F1-Score for each classifier. Table 3
shows the detailed results.

Table 3: Analysis of confusion matrices for each model with different classifiers

Feature Model Classification Model Precision Recall F1-Score
MobileNetV2_VGGi19 SVM 0.01 0.91 0.91
MobileNetV2_VGGi19 Random Forest 0.97 0.97 0.97
MobileNetV2_VGGi19 XGBoost 0.92 0.92 0.92
MobileNetVz2_VGGi19 Neural Network 0.96 0.96 0.96

MobileNetV2 Random Forest 0.85 0.86 0.85
MobileNetVa SVM 0.93 0.93 0.93
MobileNetVa XGBoost 0.87 0.87 0.87
MobileNetVa Neural Network 0.93 0.93 0.93
VGG19 Random Forest 0.64 0.63 0.62
VGG19 SVM 0.72 0.72 0.71
VGG19 XGBoost 0.64 0.64 0.63
VGG19 Neural Network 0.74 0.73 0.73
ResNet50 Random Forest 0.60 0.60 0.59
ResNet50 SVM 0.42 0.27 0.25
ResNet50 XGBoost 0.66 0.65 0.64
ResNet50 Neural Network 0.30 0.32 0.27

The results showed that combining features using MobileNetV2 and VGG19 achieved the highest classification
accuracy of 97.14% when using Random Forest, followed by Neural Network at 96.67%.

5. DISCUSSION

The results of the experiments showed that the combination of features between MobileNetV2 and VGG19
resulted in the highest classification accuracy compared to each model used individually. The Random Forest
performed the best when the features were combined with a classification accuracy of 914%, followed by the
Neural Network with 96.67%. This indicates that combining features across different models improves
performance by leveraging the diverse features learned across different models. On the other hand, the worst
performer was ResNet50 with a model accuracy of 27.14% when using the Random Forest and 32.14% when
using the Neural Network. The comparison shows that MobileNetV2 and VGG19 together provide better feature
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representation than either model used in isolation. This is because MobileNetV2 focuses on extracting low-
complexity features, while VGG19 extracts more detailed features. When combining the features extracted from
both models, performance was improved, confirming that combining models can enhance classification
accuracy. For classifiers, Random Forest performed better than the rest of the classifiers, especially when using
feature fusion, indicating that it is very suitable for classifying aerial images. In contrast, XGBoost and SVM
performed relatively less but still achieved good accuracy. The deep neural network performed well, especially
with MobileNetV2_VGG19, where it achieved an accuracy of 96.67%.

When analyzing the confusion matrices, we found that the Precision, Recall, and F1-Score were higher when
using MobileNetV2_VGG19, which means that the model was not only more accurate, but was also able to
reduce errors in class prediction and balance at the same time.

Despite the study’s results, there are still some challenges that can be improved in the future, such as increasing
the complexity of the models: it may be useful to test other models such as Vision Transformers (ViTs) or use
Recursive Convolutional Networks (RCNNs) to improve performance. Data quality can also be improved using
data augmentation techniques to improve model performance and reduce the need for large amounts of labeled
data. Finally, although feature fusion has proven effective, it increases computational complexity, so feature
pruning techniques can be tried to reduce dimensionality without losing important information.

6. CONCLUSIONS

This paper argues the necessity of integrating deep knowledge with traditional machine learning methods in
remote sensing scene recognition. Through the combination of MobileNetV2 and VGG19 features and the
analysis of them using Random Forest, it showed better results than the individual models. Consequently, it can
be deduced from the fact that integrating different types of models satisfies the desired feature representation,
which in turn contributes to the better classification model's operation. Outcomes reported that Random Forest
was the one that exhibited the maximum proficiency among the mentioned classifiers, which, in turn, surpassed
methods such as SVM and XGBoost, and besides pushed aside the artificial neural networks methodologies. The
addition of the characteristics fusion technique was reported to have aided in the attainment of a balance among
both the classification accuracy and the elimination of the information deficit, which consequently increased the
performance of the system. Nevertheless, there are a number of issues that could be addressed in the future,
such as the complexity of the models by trying new methods, increasing data quality, and reducing
computational complexity. As this study conveys, combining models and deep learning technologies, on the one
hand, can provide for more efficient solutions in remote sensing-image classification and, on the other hand, is
the first step for further development, which is accurate classification of ground scenes.
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