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Researchers studying facial expression detection using deep neural networks have 

published findings in recent years that demonstrate how these methods get around 

the drawbacks of traditional machine learning techniques. In this paper, VGG-19 is 

used to monitor a driver's emotions and to increase its accuracy, which is trained 

using the similarity of the sample data. Data preparation comes initially, followed by 

the extraction of geometric characteristics and the detection of facial landmarks in 

input photos. The performance of the suggested VGG-19 classifier was compared to 

state-of-the-art techniques after these feature vectors were incorporated into it for 

facial expression classification. The findings demonstrate that our suggested 

approach performs comparably to deep learning techniques, which obtained 97.83% 

accuracy, 96.97% F1-score, 96.5% recall, and 97.73% precision. 
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1. INTRODUCTION 

The intelligent car requires human-machine systems that are sensitive to emotions. Emotions have an 

impact on a driver's performance and are strongly linked to traffic accidents [1]. The number of fatalities 

from traffic accidents keeps increasing. One of the main causes deteriorating driving safety among these 

occurrences has been identified as the inability to control one's emotions [2]. Intelligent automobile 

human-machine systems are increasingly focusing on detecting and recognizing driver emotions. 

Although EEG signals offer enhanced time resolution that allows researchers to study affective cues, 

their practicality in applications such as automobile human-machine systems is limited due to the need 

for numerous electrodes positioned at different points on the head[3]. Due to changes in sweat gland 

activity, GSR monitors emotions and stress. GSR doesn't require bulky, heavy equipment as EEG and 

MRI do; instead, it only requires sensors to be applied on the hands. However, even mild activity can 

significantly alter the GSR signal and make it useless for detecting driver emotions because drivers 

frequently move their hands while driving. 
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Because driving limits bodily movement, it is impractical to use gestures to gauge a driver's emotion. 

Affective contact also depends on speech, which is a basic human communication mechanism[5]. 

Feature extraction from unprocessed speech data is necessary for speech-based emotion identification. 

Its ability to identify highly emotive speech is not very accurate. Speech is insufficiently accurate to be 

the key pattern when it comes to the construction of the human-machine interface of an emotion-based 

vehicle. [6]The system cannot track feelings when there is no conversation, which usually happens when 

driving, because speech is not constant during the driving activity. 

Computational models made up of several processing layers can learn data representations at various 

degrees of abstraction thanks to deep learning (DL). [7] Contemporary object identification, pattern 

recognition, speech recognition, and many other fields were significantly enhanced by these techniques. 

By employing the backpropagation approach to specify how a model should update its internal 

parameters to compute each layer's representation, DL reveals complex pattern structure in huge 

datasets. from the representation of the previous layer. [8]The enormous volume of data needed to 

optimize the model is one difficulty with DL models. Various methods use transfer-learning to solve this 

problem without requiring large datasets. 

This research proposes a novel deep learning-based method for detecting drivers' emotions on the road 

from start to finish. To get around the previously mentioned dataset restriction, this study collected a 

dataset of driver facial expressions. The suggested approach can significantly increase driving safety by 

recognizing drivers' emotions. The influence of emotion on driving behavior has been the subject of 

numerous research. Sadness and anxiety impair driving focus, whereas anger produces road rage and 

raises driving risk. 

CONTRIBUTIONS OF THIS WORK 

  A high-performing detection of driver’s facial emotion recognition using a VGG-19 Classifier 

system. 

• To enhance the image quality, a modified median noise filter is used at the pre-processing stage.  

• The feature will be extracted using DenseNet-121.  

• A VGG-19 Classifier model built on the architecture and optimized for that images to be 

categorized as angry, happy and sad. The suggested approach is evaluated using the 

performance criteria Accuracy, Precision, Recall, and F1-score. 

The following describes the way the paper is established: Section 1 illustrates the introduction. The 

literature survey are described in Section 2. Section 3 explains the suggested techniques and Section 4 

displays the findings of the experiment. 

2. LITERATURE REVIEW 

Because of the continuous improvements in sensing technology and the topic of car emotion detection 

research is becoming more and more important due to its potential to make encounters safer, more 
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effective, and more enjoyable. The peer-reviewed literature tackles the issue of car emotion 

identification in order to encourage further research in this field. An overview of how these studies 

address the primary issues, such measuring emotions, determining relevant signal groups, recognizing 

emotional states, and altering interactions to enhance the driving experience is also given by  Zepf and 

associates (2020) [9]. The emotional and cognitive analysis needed to construct ADAS, including the 

implementation of machine learning-based processing algorithms, psychological models, sensors that 

record physiological data, and distributed architectures needed for complicated interactions.  

Each of the previously stated topics has its safety issues addressed, highlighting current flaws and 

challenges.  For example, a number of issues, such as imprecise driver status assessment, defects 

implementing technologies installed in cars to track how well and attentively drivers are doing is 

extremely difficult due to factors that influence of in-car sensor parts and communication issues 

between the driver and the ADAS. According to Davoli et al. (2020), the NasNet big CNN model uses 

transfer learning to identify the different driving emotions [10]. As part of this study endeavor, 

Additionally, a custom driver emotion recognition image collection is being created. More precision 

than DER based on facial pictures could previously achieve is made possible by the suggested model, 

which blends transfer learning in the NasNet-Large CNN architecture with an enhanced faster R-CNN. 

The suggested model performs better than certain newly revised cutting-edge methods by Zaman et al. 

(2022) [11] in terms of accuracy. 

The findings revealed notable distinctions in the facial expressions of the AUs in both static and dynamic 

driving situations, suggesting that driving behavior may have an impact on how drivers perceive their 

emotions and express them. A human emotion dataset is necessary to precisely identify drivers' feelings 

and create a trustworthy human-machine interaction system that will enhance driving comfort and 

safety customized for drivers must be made available. The suggested dataset will be made publicly 

available by Li et al. (2021)[12], allowing researchers from around the globe to test and improve their 

driver emotion analysis methods. Every second of driving data is assigned a safety score using row 

labeling, This is founded on guidelines created with the assistance of traffic safety specialists in 

Malaysia. The rows are then added together to make portions of the timeframe. Based on a set of criteria, 

segment labeling assigns a safety rating to temporal segments that are formed. The score assigned to 

the created temporal segment reflects the driver's behavior during that period. Al-Hussein et al. 

(2022)[13] then select the optimal algorithm for a proposed recognition system to classify recorded 

driving information using the specified profiling procedure. 

3. PROPOSED METHOD 

Three steps make up the suggested method for segmenting and classifying diabetic retinopathy: 

(1) image pre-processing; (2) Feature extraction and (3) classification. Figure 3.1 shows the overall flow 

diagram for this research project. The Database of Emotion detection Images provides the input data 

set, which is a component of the Kaggle Dataset, to improve the classification performance. Pre-

processing is done using modified median noise filter. To extract features, one uses the DenseNet-121. 
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The suggested VGG-19 Classifier model distinguishes between angry, happy, and sad of facial emotion 

subtypes. 

 

Fig 1: Proposed flow diagram 

DATASET 

This study employed the Facial emotion recognition dataset from 

(.https://www.kaggle.com/datasets/sujaykapadnis/emotion-recognition-dataset) to assess images of 

driver’s emotion detection. The dataset consists of 6 distinct emotions: Happy, Angry, Sad, Neutral, 

Surprise and Ahegao. Images are RGB and presented as cropped faces with corresponding emotions. In 

this paper, the driver’s facial recognition is done under the subtypes of angry, sad, and happy.  

DATA PREPROCESSING 

The first step in the diagnosing process is the preprocessing approach. Prior to being used in the feature 

extraction procedure, the input fundus images undergo preprocessing. First, the blurry photos are 

corrected as a preprocessing step.  

Typically, The noise removal stage consists of two phases. Noise detection comes first, followed 

by noise elimination. 

𝑁(𝑚, 𝑛) = {
1,               𝑖𝑓 𝑋(𝑚, 𝑛)𝑛𝑜𝑖𝑠𝑦

0,      𝑖𝑓 𝑋(𝑚, 𝑛)𝑛𝑜𝑖𝑠𝑒 𝑓𝑟𝑒𝑒
       (1) 

Where 𝑁(𝑚, 𝑛) and 𝑋(𝑚, 𝑛) represents the input image as well as the noisy image. The lowest 

intensity value (i.e., 0) at the noise detection stage indicates pepper noise, whereas the highest intensity 

value (i.e., 255) indicates salt noise. Pixels with different brightness levels are considered noise-free. 

The highest and lowest intensity levels, which are typically not regarded as noise, are defined by the 

values of adjoining neighbors (the correlation of adjacent neighbors). Pixels are deemed noise-free 

when their intensity levels are 255 or nearly so. However, if neither the pixel intensity level nor the 
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average neighbor level equals 255, it is considered noise. In a similar vein, pixels that have an intensity 

level of zero or nearly so are considered noise-free, if the normal neighborhood level. 

Feature extraction 

A 224 × 224 picture is used as the fixed-size input for DenseNet121. DenseNet121 includes over 8 million 

parameters and 121 layers. It is separated into dense chunks with different numbers of filters but the 

same feature map size. The layers that reside between the blocks are called transition layers, and they 

are in charge of down sampling and batch normalization. 

 

Fig 2:  Feature extraction of DenseNet-121. 

Examine an input image (𝑎𝑜) that the suggested convolutional network processes. The nonlinear 

transformation f(n) is carried out by each NN layer in the network. Assume that layer 𝑛 is made up of 

all feature maps from earlier convolutional layers. Input feature maps from Layers 0 through a−1 are 

merged. The nth layer's output is provided by 

𝑎𝑛 = 𝑓([𝑎𝑜 , 𝑎 … … . , 𝑎 − 1])       (4) 

The next steps in the transition layer are normalization, 3 × 3 convolution, and rectified linear units. 

The concatenation method becomes unfeasible if the feature map sizes are changed. Consequently, for 

the layers with different feature map sizes, down sampling is employed. The 1x1 convolution transition 

layer and 2x2 average pooling are positioned between two adjacent dense convolution blocks. The first 

Conv layer is made up of 7x7 Conv blocks with stride. Convolution learns the characteristics of the image 

while maintaining the relationships between the pixels. 

𝑓(𝑎𝑜) = max (0, 𝑎𝑜)        (5) 
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CLASSIFICATION 

Among the CNN-based architectures under consideration is the multi-layered VGG-19 network 

architecture. It has 19 learnable weights for transfer learning and 16 convolutional layers for feature 

extraction during training. It used five fully connected (FC) layers and one output layer at the 

termination. The initial convolutional layer uses roughly 64 kernels (3 × 3 filter size) to extract features 

from the photographs that have been added. Between the convolution layers, a max-pooling layer has 

also been added. 

  

 

Fig 3: VGG-19 Architecture 

 

 

Input image 

Convolutional 

layer 

Max Pooling 

layer 

Fully 

connected 

layer 
Output  

Convolution 

ReLU Max 

pooling layer  

Dense layer   

Flatten layer 



Journal of Information Systems Engineering and Management 
2025, 10(3) 

e-ISSN: 2468-4376 

  

https://www.jisem-journal.com/ Research Article  

 

716 
Copyright © 2024 by Author/s and Licensed by JISEM. This is an open access article distributed under the Creative Commons Attribution 

License which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited. 

 

PERFORMANCE MEASURES 

Several evaluation measures, such as accuracy, precision, recall, and F1-measure, are used for 

the prediction and classification problems. The effectiveness of the proposed model is assessed using 

the assessment metrics listed below. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                               (24)                                                          

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
         (25)                                                                                 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑁+𝐹𝑁
         (26)                                                                                        

𝐹1 − 𝑀𝑒𝑎𝑠𝑢𝑟𝑒𝑠 = 2  𝑥 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑒𝑟𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
      (27)   

4. EXPERIMENTAL RESULTS AND DISCUSSION 

Three sets of tumor images are created: 20% are used for testing, while the other 80% are chosen for 

training from the dataset. Next, for additional processing, the original dataset is divided into training 

and testing datasets.   

Table 1: Input images classification 

Class Total 

image  

Training  Testing 

Angry 1313 576 737 

Happy 3740 1077 2663 

Sad  3934 2153 1781 

 

Three groups of the dataset were used in this investigation. Angry, Happy and Sad images were included 

in the training and testing set. Fig. 4 displays the images from the dataset that were used as data input. 
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Fig 4: Input images 

IMAGE PREPROCESSING 

The next stage is to enhance the quality of the facial expression images using a modified median 

noise filter. A median filter was applied to a study on noise reduction in facial expression recognition 

images in order to improve contrast and clarity. The preprocessed images are displayed in Figure 7. 
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Fig 5: Preprocessed images 

FEATURE EXTRACTION  

After the features have been separated with the help of the preprocessed picture, the features are 

recovered using the DenseNet-121 approach.  

 

Fig 7: Feature extracted images 
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PERFORMANCE MEASURES 

Here, the deep learning approach is used to assess the efficacy of the suggested methodology 

for both image feature extraction and classification. By applying DenseNet-121 models of feature 

exacted to classification using VGG-19 classifier to generate the accuracy, precision, recall, and F1-score 

metrics, the effectiveness of the suggested classifiers in this section is examined. Table 2 displays the 

results of the suggested strategy. 

Table 2: The suggested VGG-19 model results for Facial emotion detection. 

 Accuracy (%) Precision (%)  Recall (%) F1-measure (%) 

Angry  98.1 97.4 95.8 97.7 

Happy  98.3 97.5 97.3 97.4 

Sad  97.1 98.3 96.4 95.8 

Average 97.83 97.73 96.5 96.97 

 

For Angry, the comparable figures were 98.1%, 97.4%, 95.8%, and 97.7% for accuracy, precision, 

recall, and F1-measure. The Happy was detected with 97.5% precision, 97.3% recall, 97.4% F1-measure, 

and 98.3% accuracy and for sad detection 97.1% of accuracy, 98.3% of precision, 96.4% of recall and 

95.8% of F1-measure.  

 

Fig 8:Performance measures 

An analysis was conducted on the VGG-19 image classification data to evaluate the effectiveness of 

the proposed methodology. 97.73% precision, 96.97% F1-score, 96.5% recall, and 97.83% accuracy were 

obtained using the suggested approach. Figure 11 shows the confusion matrix, which shows the 

prediction performance generated by the VGG-19 classification model.  
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Fig 9: Average of Performance measures 

The proposed method has a 97.83% success rate in correctly categorizing tumors as Angry, happy 

and sad. The overall effectiveness of facial expression recognition is shown in Figure 10. The comparison 

between the suggested model and references is shown in Table 3 and which implies that proposed 

method shows better results. 

Table 3: Comparison with other suggested methods 

Reference  Method  Accuracy 

(%) 

Precision 

(%)  

Recall 

(%) 

F1-

measure 

(%) 

Sukhavasi et al. (2022) 

[14] 

multi-task cascaded 

neural networks 

96.1 NA NA NA 

Abosaq, et al.(2022) [15] VGG-16 95 96 92 94 

Proposed method VGG-19 97.83 97.73 96.5 96.97 
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Fig 10: Graphical representation of proposed method 

CONFUSION MATRIX 

Figure 11 shows the confusion matrix, which shows the facial emotion detection performance 

generated by the VGG-19 classification model. The predicted accuracy of the model is evaluated using 

this sample, which includes 1313 Angry images out of 737 were tested and 737 for training and 3740 

Happy images out of 1077 images for testing and 2663 for training that are accurately classified. For sad 

images there were 3934 in total,2153 were detected for testing and the remaining for the testing process. 

 

 

Fig 11: Confusion matrix 
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CONCLUSION 

In order to support sophisticated driver assistance systems in intelligent automobiles a real-time driving 

scenario, this study proposes novel deep network algorithms for facial expression detection that can 

recognize the emotions of the driver.. This is how the proposed approach works and uses the driver's 

facial expressions during various mood swings. There is a lot of contrast in images. To cut down on 

noise, images are preprocessed using a modified median noise filtering model. In order to extract 

features, images were preprocessed. The DenseNet-121 method is used to extract landmark 

characteristics from driver photos' facial emotions. The suggested approach achieved 97.83% accuracy, 

96.97% F1-score, 96.5% recall, and 97.73% precision. The experiment's findings demonstrate that, in 

terms of accuracy and other performance metrics, the proposed VGG-19 algorithm performs better than 

cutting-edge techniques. 
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