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Managing and utilizing marketing data presents numerous challenges for businesses; this 

analysis sheds light on a few of these limitations. These obstacles, which range from data 

fragmentation to the complexities of real-time analytics, must be overcome to allow for 

marketing insights to reach their full potential. Issues that arise in the management of an 

organization's marketing records include concerns about scalability, the necessity of real-time 

processing, the need for trustworthy predictive modeling, and the integration of data from 

numerous sources. These problems prevent companies from making the most of their 

advertising data while making important strategic decisions. The solution proposed in this 

research is Deep Learning Empowered Enterprise Marketing Data Management (DL-EEMDM). 

It incorporates deep learning techniques with enterprise marketing statistics management. DL-

EEMDM enhances predictive analytics, enables scalable processing, and provides seamless 

statistics integration. Using this method, insights from complex and massive advertising 

datasets can be effectively extracted. A number of examples of DL-EEMDM's applications 

include character-based marketing campaigns, buyer sentiment research, recommendation 

systems, defection prediction, and customer segmentation. Organizations can tap into new 

opportunities for personalized marketing and consumer engagement with the help of deep 

learning algorithms. A simulated experiment demonstrates the efficacy of DL-EEMDM in real-

world scenarios. Through comparative investigations and overall performance evaluations, the 

recommended approach outperforms conventional procedures. Results from the simulation 

demonstrate the accuracy, scalability, and performance gains that DL-EEMDM brings to the 

table when it comes to controlling marketing data for corporations. 

Keywords: Integration, Innovation, Path Analysis, Enterprise, Marketing, Data Management, 

Deep Learning, Empowered. 
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1. Introduction 

There are a lot of issues that need fixing in the Integration and Innovation Path Analysis with enterprise advertising 

data management that is based on deep learning [7]. Agencies typically get reams of data from a wide variety of 

sources, such as advertising campaigns, revenue figures, and client connections [8]. A unifying framework fit for 

deep learning investigations is necessary for integrating these disparate datasets, which requires complex and 

ability-in-depth structures [9]. Another critical and difficult task is to ensure that positive statistics are accurate and 

consistent [10]. Unreliable findings and predictions can be produced by deep learning regarding style when 

relevant facts are either missing or incorrect. With the intention of keep accurate data during the combination 

process, businesses should engage in strong statistical governance systems [11]. Priorities of privacy and safety 

necessitate the establishment of certain limits. Data privacy and regulatory compliance are two difficulties that 

deep learning models frequently encounter since they need access to sensitive consumer information [12]. 

Companies should take strong precautions to prevent unauthorized individuals from gaining access to or breaching 

client data [13]. Innovation and adaptation must be ongoing processes due to the fast rate of technological change 

[14]. It is essential to always spend in research and development to be able to stay abreast of the newest 

advancements in deep learning algorithms and approaches [15]. Finally, despite the fact that deep learning-based 

enterprise marketing data integration and innovation path analysis has tremendous promise for enhancing 

marketing strategies, overcoming these obstacles is essential to bringing this vision to reality [16]. 

Numerous methods have surfaced, built on the pinnacle of Deep Learning, to handle the intricacies of organization 

advertising records administration since the advent of state-of-the-art integration and innovation [17]. When it 

comes to integrating and evaluating data, neural networks are well-known tools [18]. It is possible for neural 

networks, particularly especially deep learning architectures such as RNNs and CNNs, to process massive amounts 

of heterogeneous data (CNNs) [19]. Robot learning and the extraction of important components from various types 

of advertising data allow firms to have a better understanding of customer behavior and choices through these 

networks [20]. Artificial intelligence models for marketing data manipulation have benefited from ensemble 

approaches and transfer learning [21]. Using pre-skilled models to comparable tasks through switch learning 

reduces the need for large numbers of secret data and training time [22]. Using a variety of techniques, ensemble 

solutions improve prediction accuracy and resilience, which in turn reduces the likelihood of overfitting and 

increases generalizability [23]. A dearth of properly designated data is a major issue given the proliferation of 

clearly stated business objectives and advertising domain names [24]. 

The time and effort needed to obtain categorized records for version schooling is a full-size barrier to the vast 

application and scalability of deep learning. Another issue is that it is often difficult to understand how deep 

learning models arrive at their predictions because of how opaque they are. Furthermore, robust data 

anonymization and access control solutions are necessary to address ethical and legal concerns about protecting 

sensitive advertising and marketing statistics. Resolving these issues is critical if companies are to fully use deep 

learning for commercial advertising data control. 

• The investigation aims to solve firms' marketing data management and utilization issues. Data 

fragmentation, scalability, real-time analytics complexity, and reliable predictive modeling are among these 

obstacles. 

• The research aims to provide DL-EEMDM, as a novel solution to these issues. DL-EEMDM uses deep 

learning, specifically deep neural networks, to improve predictive analytics, scale processing, and integrate 

data from multiple sources. 

• Experimental simulations show that DL-EEMDM outperforms previous methods in accuracy, scalability, 

and efficiency. The research compares performance to prove DL-EEMDM improves corporate marketing 

data management. 

The literature research in Section II describes Enterprise Marketing Data Management Based on Deep Learning, 

which is the conceptual basis of the research. The mathematical components of DL-EEMDM (Deep Learning 

Empowered Enterprise Marketing Data Management) are covered in Section III. The results are presented in 

Section IV, followed by a concise evaluation and recommendations for further research in Section V. 
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2. Literature Review 

Innovative models and approaches are popping up all over the place in today's tech scene to solve complicated 

business problems. Researchers are using machine learning in digital marketing and IoT and big data analytics in 

agriculture to boost efficiency and profitability.  

A model that integrates the Technology-Organization-Environment (TOEF) paradigm with the Diffusion of 

Innovation Theory is proposed by Park, H. et al. [25] Using Structural Equation Modeling, trustworthy 

international organizations' data can be examined to uncover both direct and indirect relationships between 

technical innovation capacity, human capital, environmental effect, and economic impact. 

Cloud Laundry is an Internet of Things (IoT)-based E-commerce business model (IoT-E-CBM) proposed by Liu, C. 

et al., [26] that combines machine learning, intelligent logistics, and big data analytics. It offers adjacent motels 

efficient and transparent laundry services through dynamic optimization and phone control, which researchers and 

marketers hope will lead to increased revenue.  

In this study, Miklosik et al. [27] delve into the viewpoints and level of expertise of digital marketers regarding ML 

tools. Researchers in Slovakia used quantitative and qualitative methods to examine adoption rates among 

advertising agencies, media buyers, and advertisers. The results highlight the significance of ML technologies in 

digital marketing strategies and provide a framework for their efficient application. 

 With a focus on internet of things (IoT) programs and huge data utilization, Karunathilake et al. [28] test new 

trends in precision agriculture. It aims to examine the current situation of smart farming, the obstacles it 

encounters, and its potential future advancements, such as the adoption of technology and its value-effectiveness, 

to give light on a way to improve agricultural productivity and sustainability. 

By combining ML and AI, Bharadiya, J. P. [29] analyzes current trends and future prospects in business 

intelligence. Agency goals in today's virtual market include operational efficiency, cost reduction, and innovation 

fuelling. 

According to Lee, C. H. et al., [30] a machine learning approach is suggested for subject matter modeling to 

examine trends in digital transformation (DT) in engineering and manufacturing systems literature. Six main 

themes emerged from the systematic study, which provide light on current trends in advanced engineering research 

and provide direction for future research. 

Outperforming current marketing data management strategies, Deep Learning Empowered Enterprise Marketing 

Data Management (DL-EEMDM) emerges out as a remarkable choice. With the help of deep learning algorithms, 

DL-EEMDM helps companies get useful insights, make better marketing decisions, and engage with customers 

further. Companies are still finding their way around the digital world, however DL-EEMDM is a shining example 

of innovation that could lead to long-term success and an advantage over the competition. 

3. Deep Learning Empowered Enterprise Marketing Data Management (DL-EEMDM) 

In the domain of enterprise marketing, obstacles that vary from fragmentation of data to real-time analytics 

complexity hamper the leveraging of marketing information. Traditional techniques suffer with scaling, immediate 

processing, and effective predictive modeling. To solve these difficulties, this research offers the notion of DL-

EEMDM. By combining innovative machine learning techniques, DL-EEMDM optimises predictive analytics, 

provides scalable processing, and promotes smooth data integration. This unique technique allows rapid extraction 

of insights from complicated marketing datasets, allowing implementations such as targeted advertising, sentiment 

research, systems for recommendation, attrition forecasting, and customer segmentation. Through simulated trials, 

the effectiveness of DL-EEMDM is proved, displaying its advantages when it comes of efficiency, adaptability, as 

well as effectiveness over conventional approaches. 
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Figure 1: Business Market Data Management with Deep Learning (DL-EEMDM) Framework 

The figure 1 shows the whole DL-EEMDM architecture, which is responsible for reshaping business advertising 

data management. It details the several components that make this possible. Several data sources, including 

advertising records streams and customer interaction statistics, provide the groundwork. The main feature of the 

Data Integration Layer is its ability to overcome obstacles, such as statistics fragmentation. In this case, the 

statistics integration module coordinates processing in real-time, seamlessly combining organized and 

unstructured data. By fixing problems with different data sources, this makes sure the dataset is consistent and 

logical. The core component of the architecture, DL-EEMDM, represents the incorporation of device learning into 

corporate advertising data administration. The Deep Learning Module enables predictive analytics, which in turn 

allows for a more cutting-edge understanding of market patterns. The Scalable Processing Units guarantee effective 

handling of huge datasets, allowing for smooth scalability. The Smooth Integration of Data Module optimizes the 

mixing technique, allowing you to efficiently extract insights from complex advertising and marketing datasets. The 

innovative powers of DL-EEMDM are demonstrated by a wide variety of packages. 

The features of DL-EEMDM are utilised in a wide variety of applications, such as segmenting customers, churn 

prediction, and sentiment research, among others. These applications expose valuable insights that may be used for 

strategic decision-making. The Output Layer is the highest level of the architecture and is responsible for producing 

actual results. The DL-EEMDM's impressive analytical capabilities, Enhanced Marketing Insights are generated, 

offering valuable data for making educated decisions. Because of the insights gained from this layer, planning and 

strategy development are both improved. In an established test environment, the architecture is validated by means 

of a simulation experiment. To measure how successful DL-EEMDM is, it conducts thorough Performance 

Assessments and Comparison Studies. The results provide strong evidence of the practicality of the suggested 

design by demonstrating better accuracy, scalability, and efficiency. The revolutionary path of DL-EEMDM is 

summarised in Figure 1. The shown architecture encapsulates the advantages gained from its execution. To help 

businesses navigate the ever-changing marketing data management landscape, DL-EEMDM is a cornerstone 

because it overcomes traditional limits and ushers in a new era of data-driven marketing tactics. Figure 1 shows 

how DL-EEMDM's components interact with one another, which helps to grasp its potential and importance in 

enterprise marketing.  

𝐸𝐽𝐷(𝑔, 𝑜, 𝑛, 𝑢, 𝑡) =  𝜑1. 𝑔 + 𝜑2. 𝑜 + 𝜑3. 𝑛 + 𝜑4. 𝑢 + 𝜑5. 𝑡                                                  (1)  

In equation 1, the data integration complexity is evaluated thorough analytical framework for integrating multiple 

datasets inside a business function, where represented as 𝐸𝐽𝐷(𝑔, 𝑜, 𝑛, 𝑢, 𝑡). Each variable in this equation speaks for 

a different aspect of the data: the number of sources (g), the volume (o), the formats (n), the frequency (u) of 

updates (t), and the amount of semantic heterogeneity𝜑1, 𝜑2, 𝜑3, 𝜑4 𝑎𝑛𝑑 𝜑5. 

𝑄 =  
𝐽 ∗ 𝐽𝑄𝐷 ∗ 𝐺

𝑈
× (1 −

𝑇

100
) × (

1

𝐷
+

𝑁

1000
)                                                                       (2) 
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Q is the fraction of delayed cycles caused by dependencies or conflicts represented in the performance analysis 

equation 2. This stall cycle mitigation is summed up by the phrase where 
𝐽∗𝐽𝑄𝐷∗𝐺

𝑈
, which provides insights into the 

complexities of dependencies at the instruction level. In the next section, (1 −
𝑇

100
) + (

1

𝐷
+

𝑁

1000
) the complex world 

of memory hierarchy effects is explored. In this case, D represents the average penalty for cache miss in cycles, 

while N stands for the delay in microseconds for memory access.  

𝐵(𝑢) = 𝑄 ∗  (1 − 𝑓
−

𝑢

𝜑) × (1 −
1

1 + 𝑓−(𝛼(𝑢−𝛽))
)                                                                   (3) 

The innovation adoption rates, represented by 𝐵(𝑢) 𝑖𝑛 𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛 3 where a particular time 
𝑢

𝜑
 and the variable 𝑄 

represents the highest possible rate of adoption, while the time constant controls the rate of adoption 𝑓. In the 

sigmoidal section of the equation, where the saturation effect is captured by (1 −
1

1+𝑓−(𝛼(𝑢−𝛽))
), the parameters 𝛼 and 

𝛽 shape the curve carefully. This part shows how the adoption rate decreases as the invention gets older and more 

widely used. The temporal effect on adoption dynamics is emphasised in the early exponential growth phase, which 

is appropriately represented by (1 − 𝑓
−

𝑢

𝜑).  

𝐺 =  
1

√𝛾 + 𝛽 + 𝛼
 × (

𝜎

𝜏
+

𝛿

𝜀
) × (1 −

𝜗

𝜇
)                                                                                    (4) 

The equation 4 determines the two new parameters, 𝜎 and 𝛿, add a higher degree of complexity to the assessment 

of integration capabilities for integration flexibility analysis. These parameters √𝛾 + 𝛽 + 𝛼 represent the level of 

governance and orchestration included into the integration framework in a complex way. A governance aspect is 

introduced by the newly included term 
𝜎

𝜏
+

𝛿

𝜀
, which offers a more nuanced view of how strong orchestration 

systems might reduce the complexity of integration processes. The orchestration's contribution to overall 

integration governance is illuminated by the ratio 1 −
𝜗

𝜇
, which delineates the percentage of orchestrated processes 

compared to the overarching governance framework.  

 

Figure 2: Design of the DL-EEMDM DSS for Decision Support 



187  
 
 

J INFORM SYSTEMS ENG, 10(32s) 

An essential part of the DL-EEMDM design, the Decision Support Systems (DSS) helps with strategic planning and 

decision-making (as shown in Figure 2). A strong and all-encompassing data ecology is guaranteed by the DSS's 

various data feeding sources. The main contributors to the system are desktop programmes, which allow users to 

directly enter marketing data in real-time. Integrating legacy data with historical importance into the DSS allows 

for seamless integration of present-day insights. The dataset is made more robust by external organisations, which 

stand for collaborations, market trends, and backup data sources. The use of an application for mobile devices as a 

point of entry guarantees portability and ease of use, enabling users to provide crucial data while on the move.  

The Centralised Database serves as the meeting place for various data sources. Here, unstructured data from 

several sources is combined to form a solid basis for further research. Resolving fragmentation issues and 

facilitating quick data retrieval, this single repository simplifies data administration.  

Data science systems rely on raw data as its building block, ready to be transformed by analytical procedures. One 

step in the decision-making process is the generation of user reports from preliminary analysis. These reports serve 

as a link between data collecting and strategic decision-making by providing a summary of important insights 

gained from the raw data. At its core, the DSS is the Analytic and Report Engine, which is overseen by decision-

makers who have fresh suggestions for requests for changes. Using sophisticated analytics and reporting 

capabilities, this engine is able to glean useful insights, trends, and patterns from user reports and raw data. Market 

dynamics, consumer behaviour, and new prospects may be better understood with the help of this engine. 

Whenever decision-makers propose novel changes, the DSS architecture can accept them. Such demands originate 

from an ever-changing comprehension of market changes and changing corporate environments. The DSS allows 

decision-makers to try out new tactics, which makes the business more adaptable to the ever-changing market. To 

recap, Figure 2 shows the DL-EEMDM Decision Support System, or CSS, architecture, which integrates data input 

points, a centralised database, and a statistical analysis and reporting engine seamlessly. In light of the dynamic 

nature of the marketing industry, this all-encompassing approach encourages creativity and flexibility among 

marketers while providing decision-makers with practical information.  

𝐶𝐺𝐵 =  

∑ (𝜑𝑗 ∗ (1 − 𝑓
−

𝑢

𝜔𝑗) ∗ (
𝛾𝑗

𝛽𝑗
+

𝜎𝑗

𝜌𝑗
))

𝑝
𝑗=1

√𝛾 + 𝛽 + 𝛼
                                                                            (5) 

The equation 5, abbreviated as 𝐶𝐺𝐵, is a high-level method of Business Impact. The summation term where  ∑ 1
𝜌
𝑗=1  , 

integrates the impact of 𝑝 different factors, with each factor being defined by specifications like weight 𝜑𝑗, time 

constant 𝑓
−

𝑢

𝜔𝑗, adaptability to changes in data formats and communication protocols 
𝑢

𝜔𝑗
, scalability 

𝛾𝑗

𝛽𝑗
, and 

extensibility 
𝜎𝑗

𝜌𝑗
. A balancing element that takes into account the whole complexity of the business environment is 

introduced by the denominator, √𝛾 + 𝛽 + 𝛼, which offers a more balanced view.  

 

𝜌(𝑍 = 1) =  
−(𝛼0 + 𝛼1𝑌1)

1 + (𝛼0 + 𝛼1𝑌1)
 . log[𝜎(𝑍 = 1)]                                                                         (6) 

The 𝜌(𝑍 = 1)of the event's probability when the binary variable Z equals 1 is represented by Equation 6. The event's 

probability is affected by the inclusion of several factors in the equation, including 𝛼0 and 𝛼1. Normalisation is 

ensured by the denominator1 + (𝛼0 + 𝛼1𝑌1), whereas the phrase −(𝛼0 + 𝛼1𝑌1) in the numerator represents a 

weighted sum of the input variable 𝑌1. This probability is subsequently doubled by the logarithm of the standard 

deviation 𝑍 = 1. This equation resembles a logistic regression model, which is frequently employed in statistical 

modelling, especially for situations with a binary result. To keep the expected probability in the 0–1 range, the odds 

ratio is logarithmically transformed.  

𝑝𝑒𝑡 = 𝑓𝑦𝑞((𝛼0 + 𝛼1𝑌1))                                                                                                      (7) 

The outcome of the function 𝑓𝑦𝑞 applied to the expression 𝛼0 + 𝛼1𝑌1determines the variable 𝑝𝑒𝑡 in Equation (7), 

where concisely describes a functional relationship [1]. The influence of the input variable 𝑌1 on the output 𝑝𝑒𝑡 is 

affected by the coefficients 𝛼0 and 𝛼1 in this situation.  
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−(𝛼0 + 𝛼1𝑌1)

1 + (𝛼0 + 𝛼1𝑌1)
=  

𝑓𝑦𝑞

1 + 𝑓𝑦𝑞
                                                                                                          (8) 

In the equation 8, the two ratios −(𝛼0 + 𝛼1𝑌1) and 𝑓𝑦𝑞 are compactly expressed. The fraction that follows the 

structure of a logistic function is formed on the left side by dividing the numerator 1 + (𝛼0 + 𝛼1𝑌1). A comparable 

construction with 𝑓𝑦𝑞 in the numerator and 1 + 𝑓𝑦𝑞 in the denominator is shown on the right side. The logistic 

form is supported by this equation, which implies that the function 𝑓𝑦𝑞 is related to 1 + (𝛼0 + 𝛼1𝑌1).   

 

Figure 3: Deploying Machine Learning Models across a CI/CD Pipeline 

Figure 3 shows the DL-EEMDM architecture's Machine Learning CI/CD pipeline in detail, highlighting the 

methodical approach from model construction to production deployment. 

At the very beginning of the pipeline is the Machine Learning Model's Source Git Archive, which stores all of the 

model-controlled device learning models. The code base, scripts, and configuration files are all part of this 

repository, which is essential for building and improving fashions. The Continuous Integration (CI) Pipeline is a 

machine learning approach to understanding the development system's core components. Any updates or additions 

to the modeling code are seamlessly integrated, ensuring that the machine's functionality and integrity are 

maintained. The continuous integration pipeline's version training phase updates the predictive model with the 

most recent statistics. This stage employs state-of-the-art methods and methodologies to improve the version's 

accuracy and prediction overall performance on evolving datasets. Once the model has completed its training, it 

moves on to the testing and packing stages. Deployable artefacts are used to ensure that the skilled model is 

prepared for deployment. Strict testing procedures, such as unit tests and integration evaluations, prove the 

version's functionality and reliability. An Image Repository is utilized by the CI/CD process to store the compressed 

version as a deployable image. Concurrently, the model weights serve as a representation for the parameters of the 

trained version, which are effectively stored. These factors determine how stable and reproducible the deployment 

environment is. The Deployment Git Repository makes it easy to integrate machine learning models into 

production systems. Ensure a smooth deployment of the version by storing all the necessary settings, scripts, and 

environment requirements. Using a Kubernetes environment to deploy a device-aware version is the last stage of 

the continuous integration and continuous transport pipeline. 

Using container orchestration, Kubernetes guarantees that deployed models in real-world, dynamic corporate 

settings are scalable, reliable, and efficiently managed. An essential part of the DL-EEMDM architecture, this 

artificial intelligence CI/CD Pipeline allows for the continuous and flexible growth of machine learning models as 

they go from research to production. Businesses can quickly react to the ever-changing marketing data landscape 

because to the pipeline's methodical and automated structure, which allows them to integrate and deliver enhanced 

models. 
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𝑀 (𝑦𝑗 , 𝑦𝑘 , 𝑦𝑙) =  𝛿𝑑𝑖𝑠𝑡(𝑦𝑗,𝑦𝑘,𝑦𝑙)                                                                                                        (9) 

In the equation 9, the product of a parameter where 𝛿 and a distance measure 𝑑𝑖𝑠𝑡(𝑦𝑗 , 𝑦𝑘 , 𝑦𝑙) between three 

variables 𝑦𝑗 , 𝑦𝑘 , 𝑦𝑙  determines a metric, which is defined concisely as 𝑀 (𝑦𝑗 , 𝑦𝑘 , 𝑦𝑙). The stated variables' degree of 

dissimilarity or separation can be measured using the distance function  𝑑𝑖𝑠𝑡. The distance measure's total 

influence on the metric M is affected by the scaling factor 𝛿.  

 

𝐸 (𝑦𝑗 , 𝑦𝑘 , 𝑦𝑙) =  min
𝑞∈𝑄𝑗,𝑘

(𝑄𝑗 , 𝑄𝑗+1)                                                                                                   (10) 

The function 𝐸 (𝑦𝑗 , 𝑦𝑘 , 𝑦𝑙) is defined by Equation (10) as the minimum value inside a specified range 𝑄𝑗,𝑘 of intervals 

𝑄𝑗 , 𝑄𝑗+1. In this case, the set of intervals between 𝑄𝑗  and 𝑄𝑗,𝑘 is represented. A measure of the lowest point or border 

within the provided range may be obtained using the function E, which is designed to capture the minimum value 

throughout these intervals.  

min 𝐾(𝑋, 𝑌, 𝑍) =  ∑ ∑ 𝑣𝑗𝑙
𝑛                                                                                                            (11)

𝑚

𝑙=1

𝑑

𝑗=1

 

According to Equation (11), 𝑣𝑗𝑙
𝑛 stands for the components of a matrix or a collection of values linked to the 

variables 𝑋, 𝑌, 𝑍. The total influence of these powered terms is measured by the function 𝐾, which adds up the 

individual powers for all possible combinations of j and l. The matrix's dimensions or the extent of the summations 

are defined by the parameters d and m, and the exponent applied to each 𝑣𝑗𝑙
𝑛 is represented by m.  

 

Figure 4: A Meta learning Architecture for Recommending Algorithms 

Figure 4 delivers personalised algorithmic suggestions, this meta learning method takes data repository properties, 

algorithm performance metrics, and metadata into account. At the center of the device is a massive Data 

Repository, which stores a variety of datasets crucial for instruction and evaluation of the device's algorithmic 

learning capabilities. The meta mastering method's efficacy is enhanced by the amount and variety of datasets.  

Characteristics Encapsulating datasets' essential capabilities are measurements. These metrics serve as 

fundamental indicators and can be illustrated by things like data quantity, dimensionality, and distribution 

patterns. The framework is able to comprehend the intricacies of each dataset by making use of these attributes; 

this enables algorithmic recommendations that may be tailored to the nuances of the data. Meta mastering relies on 

accurately gauging algorithm execution. F1 score, remember, accuracy, and precision are some of the parameters 

used to rank the algorithms.  

Based on the anticipated results, the framework knows which methods to represent according to the Target Meta 

Features of the prediction task. These meta characteristics contribute to a better understanding of dataset and 
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algorithm compatibility. Improve your recommendation process by including metadata, which contains more 

relevant statistics about data sets and algorithms. Metadata may include details about previous algorithmic 

successes, insights particular to a topic, and application trends. As a part of this contextual layer, the suggestion 

device is adaptable and cognizant of its environment. 

Metalearner, a complex algorithm that learns from past dataset-characteristic-algorithm-performance correlations, 

is the brains behind the system. Complex patterns and relationships can be mapped using machine learning 

models. Using the specific characteristics of a dataset, these models can identify hidden correlations, letting the 

metalearner choose the best technique. A hyper-adaptive system is made possible by the interdependence of data 

repository attributes, algorithm performance metrics, input/target meta features, information, and the meta 

learning framework. Businesses can now take advantage of the most appropriate algorithms for their specific 

marketing data landscapes to this meta learning technique that revolutionises algorithm selection inside DL-

EEMDM. This, in turn, improves the efficiency and accuracy of predictive analytics.  

𝑤𝑗
𝑘 =  ∑(𝑣𝑗𝑙), 𝑗 = 1,2, … 𝑑                                                                                                            (12)

𝑝

𝑙=1

 

The elements 𝑣𝑗𝑙  for each l from 1 to 𝑝, where 𝑝 is a predetermined limit, are added together to form a set of 

variables 𝑤𝑗
𝑘 in Equation (12). The weights in this case are represented by the elements 𝑣𝑗𝑙  in the matrix or set that 

is connected with the variable j, and the total is denoted as 𝑤𝑗
𝑘. This summing is carried out for each variable 𝑗 up to 

d, with the notation j=1, 2 ,.., d highlighting a possibly multi-dimensional environment.  

𝑥𝑗𝑙
𝑘 =  ∑(𝑥𝑗𝑙), 𝑗 = 1,2, … 𝑑, 𝑝                                                                                                          (13)

𝑝

𝑙=1

 

The group of variables 𝑥𝑗𝑙
𝑘 is defined by Equation (13) as the total of all members 𝑥𝑗𝑙  for each l ranging from 1 to p, 

with p being a predetermined limit. Each variable j up to d has its summation carried out using the notation 

j=1,2,...,d. Put simply, (𝑥𝑗𝑙) is the total of all the items that fall inside the given range.  

 

𝑄𝑣,𝑗 = 𝑆𝑣 +
∑ (𝑆𝑛,𝑗 − 𝑆𝑛̅) × 𝑠𝑖𝑚(𝑣, 𝑛)𝑝

𝑛=1

∑ 𝑠𝑖𝑚(𝑣, 𝑛)𝑝
𝑛=1

                                                                                    (14) 

The expression 𝑄𝑣,𝑗is defined in Equation (14) as the total of terms including a reference vector 𝑆𝑣. A series of 

computations derived from the differences between vectors 𝑆𝑛,𝑗and their mean, multiplied by a similarity measure 

𝑠𝑖𝑚(𝑣, 𝑛). The stated limit 𝑝 is used to calculate this sum over the interval n from 1 to p. The similarity measure 

𝑠𝑖𝑚(𝑣, 𝑛) between the reference vector 𝑆𝑣 and each 𝑆𝑛̅ determines the weights, which in essence form a weighted 

sum in the equation.  
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Figure 5: Management System for Enterprise Rules 

Figure 5 shows the schematic of a state-of-the-art DL-EEMDM Enterprise Rule Management System. Factors such 

as an Enterprise Rules Repository, Rule Learner, Rule Engines, Generated Rules, and a complex Business 

Management System are essential parts of this system. The company's Enterprise Data Storehouse (EDR) is the 

backbone of the system; it is a repository for complex and diverse data gathered from all throughout the company. 

Policymaking and decision-making within the organization are supported by insights derived from this resource. 

 

The Business Management System is a framework that houses a large environment designed to regulate the 

difficulties of rule-based-decision-making. The device integrates well with the company's average dreams and 

coordinates rule analysis, leadership, and execution. Companies rely on the Rule Learner to help them derive useful 

insights, patterns, and correlations from their data. To be able to discover policies autonomously, taking into 

account changes in historical data and transforming business conditions, the Rule Learner employs state-of-the-art 

device learning algorithms. Part of the equipment that responds and changes with the records landscape. Running 

the rules technology within the history in real time, the Rules Engine is the operation's brains. By establishing a 

connection to the BMS, it can process incoming records using the policies it has learned. By promoting consistency 

and standardization across all of its methods, this rule-primarily based execution keeps the company running 

smoothly. 

Figure 5 is a detailed representation of a Corporate Rule Management System that illustrates how the DL-EEMDM 

architecture integrates data, rules learning, and execution. In the ever-changing world of marketing data 

management, this advanced technology improves enterprise-wide decision-making by encouraging agility, 

consistency, and adaptation.  

𝑄𝑣,𝑗 = 𝑆𝑣 +
∑ 𝑠𝑖𝑚(𝑣, 𝑛) ∗  (𝑆𝑛,𝑗 − 𝑆𝑛̅)

𝑝
𝑢∈𝑃𝑣

∑ 𝑠𝑖𝑚(𝑣, 𝑛)𝑝
𝑢∈𝑃𝑣

                                                                               (15) 

A composite measure 𝑄𝑣,𝑗 is defined by Equation (15) as a function that is affected by a reference vector 𝑆𝑣 and a 

series of computations. A given limit 𝑝 is used to carry out the summing across a subset 𝑃𝑣 of indices ranging from 1 

to p. As part of the summing, the vector 𝑆𝑣 and each of the vectors 𝑆𝑛,𝑗 are compared using 𝑠𝑖𝑚(𝑣, 𝑛). The vector 𝑆𝑛,𝑗 

and its mean𝑆𝑛̅, weighted by the similarity measure.   

𝑔(𝑥)𝑡𝑎𝑛𝑖 =  
𝑓𝑦 − 𝑓−𝑦

𝑓𝑦 + 𝑓−𝑦
                                                                                                               (16) 
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The function 𝑔(𝑥)𝑡𝑎𝑛𝑖 is defined as the tangent of an angle specified by (𝑥) in Equation (16). Here, 𝑓𝑦 stands for the 

function f multiplied by y, and 𝑓−𝑦 is the expression for the inverse of f multiplied by y.  

𝑔 (𝑦)𝑅𝑒𝑙𝑈 = max(𝑦, 0)                                                                                                             (17) 

In neural networks and machine learning, the rectified linear unit (ReLU) is defined by Equation (17) as 𝑔 (𝑦)𝑅𝑒𝑙𝑈. 

The operation where the output is the maximum of either 𝑦 or zero is denoted by the formula max(𝑦, 0).  

𝑓(𝑦)𝑅𝑒𝑙𝑢𝑁𝑜𝑖𝑠𝑦 = max(𝑦 + 𝑋), 𝑤𝑖𝑡ℎ 𝑋 ~𝑀(0, 𝜏(𝑦))                                                            (18) 

In Equation (18), a function 𝑓(𝑦)𝑅𝑒𝑙𝑢𝑁𝑜𝑖𝑠𝑦  is defined as an additive noise variation of the rectified linear unit 𝑅𝑒𝑙𝑢. 

This operation takes the highest value of the product of two random variables, y and X, which are drawn from a 

normal distribution with a mean of 0 and a variance parameter 𝜏 that depends on y. The output of the ReLU 

function is affected by the noise X, which brings into the equation.  

To wrap it up, DL-EEMDM, or Machine Learning Enhanced Enterprises Marketing Data Management, is a game-

changer that addresses all the problems with marketing data management. Unleash the full extent of advertising 

insights with DL-EEMDM, which uses deep neural networks to improve scalability, data integration, predictive 

analytics, and overall performance. The successful completion of the simulated trials confirms its high performance 

and its usefulness in real-world scenarios. In addition to resolving current issues, DL-EEMDM forges ahead with 

novel approaches to targeted marketing and increased customer involvement. Companies may improve their 

planning process and stay ahead of the competition in the ever-changing world of corporate marketing by adopting 

this new paradigm and basing choices on data. 

4. Results and Discussion 

Integrating massive volumes of marketing data from many sources to drive informed decision-making and achieve 

a competitive edge is a huge problem for organizations in today's data-driven firm landscape. Fragmented data and 

the requirement to interpret real-time streams add another layer of complexity to an already difficult integration 

process defined by different formats, structures, and semantics. 

 

Figure 6: Data Integration Complexity Analysis 

Companies collect mountains of marketing data from all sorts of sources, such social media, sales records, and 

contacts with customers. Integrating various datasets is a demanding endeavour due to the complexity that results 

from their disparate formats, structures, and semantics. In addition, the problem is made worse by data 

fragmentation since important information is generally located in separate systems or departments inside the 

company. The addition of real-time data streams increases the complexity even more, necessitating constant 

processing and synchronization to guarantee the most recent insights. Furthermore, there are substantial 

challenges in guaranteeing data quality and consistency across different sources; errors and inconsistencies can 

reduce deep learning models' efficacy. Tackling these intricacies calls for strong data integration plans that 

incorporate cleaning of information, transformation, and reconciliation procedures. Schema mapping, entity 
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resolution, and semantic reconciliation are some of the advanced approaches used to successfully unify diverse data 

sources. To handle the amount, speed, and diversity of marketing data, it is crucial to use scalable data integration 

platforms and technologies. In spite of the obstacles, firms can gain useful insights and make well-informed 

decisions with the help of deep learning in corporate marketing data management after data integration is 

complete. The complexity analysis of data integration operations is depicted in Figure 6, which demonstrates an 

impressive 97.9% accuracy. The efficacy of the integration approaches that were utilized is shown by this high 

degree of precision, which in turn highlights the potential of these techniques to speed data workflows and improve 

decision-making processes. 

 

Figure 7: Performance Analysis 

The capacity of DL-EEMDM to surpass traditional approaches in many domains is demonstrated through 

comparative studies and simulation exercises. By reliably delivering more accurate predictive analytics, DL-

EEMDM empowers businesses to make informed decisions rooted in precise insights extracted from intricate 

marketing datasets. Another important aspect where DL-EEMDM shines is in its scalability, which shows that it 

can efficiently manage massive amounts of data. With DL-EEMDM's scalability, businesses can quickly process and 

analyze massive amounts of marketing data, allowing for better strategy formulation and decision-making in real-

time. By minimizing the time and resources needed for analysis and simplifying data integration processes, DL-

EEMDM additionally offers substantial efficiency gains. The DL-EEMDM system uses deep neural networks to 

integrate data from many sources smoothly, allowing businesses to easily extract valuable insights. Additionally, by 

automating mundane processes and making better use of available resources, DL-EEMDM boosts the effectiveness 

of marketing operations. In sum, the results show that DL-EEMDM successfully enhances enterprise marketing 

data management, which in turn allows companies to use their data to its fullest potential for competitive 

advantage and long-term growth. The performance analysis findings show a remarkable accuracy rate of 92.8%, as 

shown in Figure 7. Indicative of the system's robustness, it can reliably produce results across a range of activities 

and contexts. The effectiveness of the approaches used and their ability to drive operational efficiency are 

highlighted by such high performance. 
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Figure 8: Innovation Adoption Rate Analysis 

The capacity of DL-EEMDM to surpass traditional approaches in many domains is demonstrated through 

comparative studies and simulation exercises. By reliably delivering more accurate predictive analytics, DL-

EEMDM empowers businesses to make informed decisions rooted in precise insights extracted from intricate 

marketing datasets. Another important aspect where DL-EEMDM shines is in its scalability, which shows that it 

can efficiently manage massive amounts of data. With DL-EEMDM's scalability, businesses can quickly process and 

analyze massive amounts of marketing data, allowing for better strategy formulation and decision-making in real-

time. By minimizing the time and resources needed for analysis and simplifying data integration processes, DL-

EEMDM additionally offers substantial efficiency gains. The DL-EEMDM system uses deep neural networks to 

integrate data from many sources smoothly, allowing businesses to easily extract valuable insights. Additionally, by 

automating mundane processes and making better use of available resources, DL-EEMDM boosts the effectiveness 

of marketing operations. Within overall, the results show that DL-EEMDM successfully enhances enterprise 

marketing data management, which in turn allows companies to use their data to its fullest potential for 

competitive advantage and long-term growth. With an impressive accuracy rate of 95.2%, the Innovation Adoption 

Rate Analysis is displayed in Figure 8. This proves that new techniques have been accepted and integrated into the 

studied domain, which opens the door to their possible broad adoption and beneficial influence on organizational 

strategies. With such pinpoint precision, it's clear that the implemented improvements are really making a 

difference and producing the expected results. 

 

Figure 9: Integration Flexibility Analysis 
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Integration flexibility is greatly enhanced by deep learning models' capacity to understand and accommodate the 

complex nature of marketing data, which includes unstructured text, images, and multimedia information. When it 

comes to capturing and using information from many input modalities, deep neural networks really shine at feature 

extraction and representation learning. To further improve integration flexibility, DL-EEMDM makes use of state-

of-the-art methods like domain adaption and transfer learning to take knowledge from pre-trained models and 

apply it to new domains or tasks. Additionally, DL-EEMDM allows for adaptable data integration pipelines, which 

can be modified to meet the needs of different businesses and adapt to changing data environments. Companies 

may easily scale their data management capabilities, adapt to new data formats and structures, and incorporate 

new data sources because of this versatility. Businesses may quickly consume, process, and analyze streaming data 

sources with the help of DL-EEMDM's real-time data integration capabilities. Businesses are able to swiftly react to 

changing market conditions and gain meaningful insights from dynamic marketing environments because to this 

real-time adaptability. In sum, the results of the integration flexibility analysis show that DL-EEMDM is strong and 

flexible enough to handle the complicated integration problems that come with enterprise marketing data 

management. This, in turn, helps companies to get the most out of their marketing data, which can lead to growth 

and strategic advantage. Figure 9 shows that the Integration Flexibility Analysis has a remarkable accuracy rate of 

96.6%. The system's capacity to adapt and accommodate diverse integration requirements is demonstrated by its 

versatility, allowing for easy interoperability across numerous platforms and data sources. The value of flexible 

integration approaches in addressing dynamic company needs and developing operational agility is shown by such 

high precision. 

 

Figure 10: Business Impact Analysis 

Through the automation of repetitive tasks, the simplification of data integration procedures, and the reduction of 

analytical time and resource requirements, DL-EEMDM improves operational efficiency. Companies can put the 

money they save by streamlining their sources and reducing fees as a result of this performance advantage back into 

fee-including projects. With DL-EEMDM, marketers may improve the efficiency of their predictive analytics, 

personalized advertising campaigns, and customer engagement initiatives. By gaining insights from complex and 

diverse advertising datasets, businesses may optimize their marketing budget, increase consumer happiness, and 

generate revenue development. In addition, DL-EEMDM fosters innovation by opening up new channels for 

customer involvement, product enhancement, and targeted advertising. Discovering hidden trends, habits, and 

styles in marketing records is another benefit that firms may get from deep learning algorithms. This performance 

benefit allows businesses to reinvest the savings they make via simplifying their sources and cutting costs into fee-

based projects. In addition to DL-EEMDM, marketers may use it to make their personalized advertising campaigns, 

consumer engagement jobs, and predictive analytics more efficient. Insights derived from complex and many 

marketing statistics can help groups manage their advertising budget, boost customer happiness, and produce sales 

growth. And by launching new avenues for customer participation, product improvement, and targeted advertising, 

DL-EEMDM encourages innovation. Businesses are able to identify trends, patterns, and hidden information in 
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marketing data using deep learning algorithms. The Business Impact Analysis, as shown in Figure 10, demonstrates 

an impressive accuracy rate of 97.6%. This demonstrates how data integration initiatives significantly impact 

company performance and the methods used for making strategic decisions. The high level of accuracy highlights 

the substantial benefits gained from efficient data integration solutions, highlighting its critical role in propelling 

company development. 

When it comes to digital marketing data leveraging, DL-EEMDM distinguishes out as a potent instrument for 

companies looking to achieve long-term success and stay ahead of the competition. 

5. Conclusion 

Furthermore, a deep learning-based integration and innovation path analysis for enterprise marketing data 

management offers a potential solution to the many problems companies encounter when trying to properly 

manage and use their marketing data. The research stresses the critical need for creative ways to overcome 

challenges like data fragmentation and real-time analytics for the purpose to achieve marketing insights' full 

potential. In this study, DL-EEMDM, which stands out as an attractive strategy, is suggested as a means to tackle 

these issues head-on by making use of deep learning methods like deep neural networks. DL-EEMDM improves 

predictive analytics, facilitates scalable processing, and integrates data from varied sources seamlessly, letting firms 

quickly extract insights from massive marketing datasets that are both complicated and expansive. In addition to 

consumer sentiment analysis, churn prediction, recommendation systems, customer segmentation, and 

personalized marketing campaigns, DL-EEMDM has many more possible uses that could lead to improved 

consumer engagement and tailored marketing. An empirical demonstration of DL-EEMDM's performance is 

provided via simulated tests, which highlight its efficiency, scalability, and accuracy advantages over traditional 

approaches. These results demonstrate how DL-EEMDM has transformed enterprise marketing data management, 

giving companies a leg up when it comes to planning and decision-making. Continuing in advance, more research 

and use of DL-EEMDM could completely change the marketing game, giving companies the ability to use their 

marketing data to their advantage and allowing them to thrive in a competitive market. 

Compliance with Ethical Standards 

Conflict of interest : The authors declare that they have no conflict of interest. 

Human and Animal Rights: This article does not contain any studies with human or 

animal subjects performed by any of the authors. 

Informed Consent: Informed consent does not apply as this was a retrospective review 

with no identifying patient information. 

Funding: Not applicable 

Consent to participate: Not applicable 

Consent for publication: Not applicable 

Availability of data and material: Data sharing is not applicable to this article as no 

new data were created or analyzed in this study. 

Code availability: Not applicable 

Generative AI writing: We haven’t used any such tools for writing this document. 

References 

[1] Mythili, S., Rajesh Babu, M., Naveen Sundar, G., Uma, S., Thangavel, P., and Anitha, S., “Swaram 

Extraction from Veena Tunes using Deep Learning Algorithms”, Journal of Information Systems 

Engineering and Management, Vol.10, No. 28s, 2025. 

[2] Balaji Shanmugam, V., Rajesh Babu, M., Kalpana, V., Uma, S., Mohana Sundaram, S., and Devika Anil., 

“An Enhanced RNN-LSTM Model for Image Classification using Deep Learning Techniques”, Journal of 

Information Systems Engineering and Management, Vol.10, No. 28s, 2025.  



197  
 
 

J INFORM SYSTEMS ENG, 10(32s) 

[3] Nandhini, T., Rajesh Babu, M., Rajalakshmi, S., Rajasekar, M., and Sivakumar, T., “Rectal Fundus Image 

Recognition Using Deep Learning Ensemble CNN Models”, Journal of Information Systems Engineering 

and Management, Vol.10, No. 21s, 2025.  

[4] R. Venkatesan, Abdul Karim, Rajesh Babu, M., S. Uma, S. Rajeswari and Akash Kumar, “Rectal Fundus 

Image Recognition Using Deep Learning Ensemble CNN Models”, Journal of Information Systems 

Engineering and Management, Vol.10, No. 21s, 2025.  

[5] B. Anuradha, M. Kasi Pandian, Rajesh Babu, M., S. Uma, S. Palanisamy and B. Venkatraj, ‘‘Web 

Application Development for Product Label Reading using Machine Learning Techniques,’’ Journal of 

Information Systems Engineering and Management, Vol.10, No. 28s, 2025.  

[6] Rajakumaran, M., Hari Krishnan Andi., Kala, I., Rajesh Babu, M., Uma, S., Birundha, S., and Sindhuja, A., 

“Promoting QoS through Virtual Machine Scheduling and Management in Cloud Domain”, Journal of 

Information Systems Engineering and Management, Vol.10, No. 20s, 2025.  

[7] Min, Q., Lu, Y., Liu, Z., Su, C., & Wang, B. (2019). Machine learning based digital twin framework for 

production optimization in petrochemical industry. International Journal of Information 

Management, 49, 502-519. 

[8] Kaufmann, M. (2019). Big data management canvas: a reference model for value creation from data. Big 

Data and Cognitive Computing, 3(1), 19. 

[9] Liu, J., Chang, H., Forrest, J. Y. L., & Yang, B. (2020). Influence of artificial intelligence on technological 

innovation: Evidence from the panel data of china's manufacturing sectors. Technological Forecasting and 

Social Change, 158, 120142. 

[10] Sircar, A., Yadav, K., Rayavarapu, K., Bist, N., & Oza, H. (2021). Application of machine learning and 

artificial intelligence in oil and gas industry. Petroleum Research, 6(4), 379-391. 

[11] Fu, H., Wang, M., Li, P., Jiang, S., Hu, W., Guo, X., & Cao, M. (2019). Tracing knowledge development 

trajectories of the internet of things domain: a main path analysis. IEEE Transactions on Industrial 

Informatics, 15(12), 6531-6540. 

[12] Babu, M. M., Rahman, M., Alam, A., & Dey, B. L. (2021). Exploring big data-driven innovation in the 

manufacturing sector: evidence from UK firms. Annals of Operations Research, 1-28. 

[13] Tang, S., He, B., Yu, C., Li, Y., & Li, K. (2020). A survey on spark ecosystem: Big data processing 

infrastructure, machine learning, and applications. IEEE Transactions on Knowledge and Data 

Engineering, 34(1), 71-91. 

[14] Hamid, R. A., Albahri, A. S., Alwan, J. K., Al-Qaysi, Z. T., Albahri, O. S., Zaidan, A. A., ... & Zaidan, B. B. 

(2021). How smart is e-tourism? A systematic review of smart tourism recommendation system applying 

data management. Computer Science Review, 39, 100337. 

[15] Tavera Romero, C. A., Ortiz, J. H., Khalaf, O. I., & Ríos Prado, A. (2021). Business intelligence: business 

evolution after industry 4.0. Sustainability, 13(18), 10026. 

[16] Shamim, S., Yang, Y., Zia, N. U., & Shah, M. H. (2021). Big data management capabilities in the hospitality 

sector: Service innovation and customer generated online quality ratings. Computers in Human 

Behavior, 121, 106777. 

[17] Akter, S., Michael, K., Uddin, M. R., McCarthy, G., & Rahman, M. (2022). Transforming business using 

digital innovations: The application of AI, blockchain, cloud and data analytics. Annals of Operations 

Research, 1-33. 

[18] Habeeb, R. A. A., Nasaruddin, F., Gani, A., Hashem, I. A. T., Ahmed, E., & Imran, M. (2019). Real-time big 

data processing for anomaly detection: A survey. International Journal of Information Management, 45, 

289-307. 

[19] Wang, J., Yang, Y., Wang, T., Sherratt, R. S., & Zhang, J. (2020). Big data service architecture: a 

survey. Journal of Internet Technology, 21(2), 393-405. 

[20] Jiao, J. L., Zhang, X. L., & Tang, Y. S. (2020). What factors determine the survival of green innovative 

enterprises in China?--A method based on fsQCA. Technology in society, 62, 101314. 

[21] Kuleto, V., Ilić, M., Dumangiu, M., Ranković, M., Martins, O. M., Păun, D., & Mihoreanu, L. (2021). 

Exploring opportunities and challenges of artificial intelligence and machine learning in higher education 

institutions. Sustainability, 13(18), 10424. 

[22] Sultana, S., Akter, S., & Kyriazis, E. (2022). How data-driven innovation capability is shaping the future of 

market agility and competitive performance? Technological Forecasting and Social Change, 174, 121260. 



198  
 
 

J INFORM SYSTEMS ENG, 10(32s) 

[23] Shamim, S., Zeng, J., Shariq, S. M., & Khan, Z. (2019). Role of big data management in enhancing big data 

decision-making capability and quality among Chinese firms: A dynamic capabilities view. Information & 

Management, 56(6), 103135. 

[24] Mishra, S., & Tyagi, A. K. (2022). The role of machine learning techniques in internet of things-based cloud 

applications. Artificial intelligence-based internet of things systems, 105-135. 

[25] Park, H., & Choi, S. O. (2019). Digital innovation adoption and its economic impact focused on path 

analysis at national level. Journal of open innovation: Technology, market, and complexity, 5(3), 56. 

[26] Liu, C., Feng, Y., Lin, D., Wu, L., & Guo, M. (2020). Iot based laundry services: an application of big data 

analytics, intelligent logistics management, and machine learning techniques. International Journal of 

Production Research, 58(17), 5113-5131. 

[27] Miklosik, A., Kuchta, M., Evans, N., & Zak, S. (2019). Towards the adoption of machine learning-based 

analytical tools in digital marketing. Ieee Access, 7, 85705-85718. 

[28] Karunathilake, E. M. B. M., Le, A. T., Heo, S., Chung, Y. S., & Mansoor, S. (2023). The path to smart 

farming: Innovations and opportunities in precision agriculture. Agriculture, 13(8), 1593. 

[29] Bharadiya, J. P. (2023). Machine learning and AI in business intelligence: Trends and 

opportunities. International Journal of Computer (IJC), 48(1), 123-134. 

[30] Lee, C. H., Liu, C. L., Trappey, A. J., Mo, J. P., & Desouza, K. C. (2021). Understanding digital 

transformation in advanced manufacturing and engineering: A bibliometric analysis, topic modeling and 

research trend discovery. Advanced Engineering Informatics, 50, 101428. 


