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Breast cancer, predominantly affecting females, ranks as the most prevalent cancer among 

women globally, with potentially fatal consequences. Its invasive nature poses a significant 

health threat. Delayed diagnosis due to asymptomatic early stages hinders effective medical 

intervention. Early screenings prove pivotal in reducing breast cancer mortality. Beyond 

conventional diagnostic approaches, machine learning employs health data to predict breast 

cancer risk. This study employs Wisconsin breast cancer diagnosis data from the UCI machine 

learning repository. Class Imbalance is handled using AllKNN under-sampling technique and 

feature extraction using Kernel Principal Component Analysis (KPCA) were conducted. Logistic 

Regression, Support Vector Machine and Ensemble Learning (majority voting) are proposed for 

achieving high predictive accuracy. 

Keywords: Breast Cancer, WBCD Dataset, Logistic Regression, SVM, Kernel PCA, Handling 

class imbalance. 

 

INTRODUCTION 

Breast cancer poses a significant threat to women's health, emphasizing the critical need for accurate and early 

diagnosis. Timely identification allows for effective treatment, ultimately reducing mortality rates associated with 

this disease. While traditional diagnostic methods involve pathology and imaging, the latter, particularly imaging 

diagnosis, has gained prominence for its non-invasive nature. However, relying solely on imaging may lead to delayed 

detection. 

In this work, it is explored whether Fine Needle Aspiration biopsy (FNA), a minimally invasive pathological 

diagnostic method, facilitates improved accuracy and reduced number of false positives. In FNA, cells in the breast 

tumor are extracted and subjected to statistical analysis of cell attribute such as size, thickness, uniformity and 

smoothness. These data are then utilized to predict new cases, distinguishing between benign and malignant tumors. 

LITERATURE SURVEY 

One such prevalent approach in machine learning, which is the combination of Decision Tree and XGBooster and 

then a stacking classifier was taken by GK Kumar et al. [1] to enhance the prediction accuracy. In [2], Sohaib Asif et 

al. proposed a 5 1D Convolution Layers, 2 1D Max Pooling Layers, and 4 Fully Connected Layers with a simple 1D 

convolution neural network. Anyway the basis of their approach is the use of a hierarchical clustering technique on 

the decision trees in the Random Forest framework in work by DAQI CHEN et al. [3]. Specifically, Slamet Sudaryanto 

N et al.[4] employed ROS (random oversampling) and SMOTE (synthetic minority over sampling) algorithm of 

resampling and synthesis respectively. The constituting individual classification algorithms used are Random Forest, 

XGBoost, and AdaBoost. Second, classification results from the ensemble process were combined with majority 

voting, which selected the best result, and served as input into the XGBoost process to further improve the 

classification performance. Marion Olubunmi Adebiyi et al. [5] presents the procedure, that does use RF and SVM 
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algorithms well known for their efficiency in classification tasks. In the other hand, the enhanced dataset is processed 

by LDA as a feature selection/mapping method targeting its discriminative features. 

The methodology employed by Hua Chen et al. [6] focuses on leveraging machine learning algorithms, including 

Logistic Regression, XGBoost, Random Forest, and K-Nearest Neighbor, to establish various models for the 

classification and prediction of breast cancer. Feature selection through Pearson correlation and stratified sampling 

method is used for addressing imbalanced positive and negative samples. In Nurul Amirah Mashudi et al. [7] 

approach, Feature selection initiates the process, with the Gain Ratio method employed to assess and select 

attributes. The highest Gain Ratio values are identified, and attributes with ratios less than 0.1 are omitted, resulting 

in a reduced set of 23 attributes. 

The study by Premkumar Duraisamy & associates In the paper [8], PCA is performed on incoming raw dataset to 

reduce its dimension, then with the reduced features achieved by applying PCA, different classification models like 

Logistic Regression,K-NN,SVM (Support Vector Machine), Decision Trees and Random Forest were tested out as 

well I used ensemble learning a.k.a Voting Classifier Praveen Sahu et al. [9] guest three numbers of feature selection 

methods, such as PCA, L1 Regularization (L1), Genetic Algorithm(GA) and Recursive Feature Elimination(RFE). 

They are able to generate different features dependency on their technique. The feature fitting is then applied to test 

Support Vector Classifier, Logistic Regression, Decision Tree & Random Forest models with the best class of features. 

The classification algorithms employed by Santad Promtan et al. [10] for model creation encompass the Decision 

Tree Classifier, Logistic Regression, KNeighbors Classifier and Naïve Bayes Classifier. Feature selection is done using 

the Random Forest Classifier. The research work by AHMED HAMZA OSMAN et al. [11] centers around the 

development of an integrated Radial Basis Function (RBF) neural network enhanced by ensemble features through 

the application of the boosting method. 

The study by Asikur Rahman et al. [12] attempts to discover what configurations are most effective for each classifier 

by using hyperparameter tuning and the grid search method. In [13], Atiqur Rehman et al., worked to find the best 

feature extraction algorithm by comparing one of the above methods, Principle Component Analysis (PCA), Sparse 

PCA, Kernel PCA and Incremental PCA. Together with machine learning models, these algorithms are used to 

improve prediction of heart failure. These experimental findings show that integration of Kernel PCA along with a 

linear discriminant analysis (KPCA and LDA) model as well as Sparse PCA along with Gaussian Naïve Bayes (SpPCA 

and GNB) model achieves 91.11 % accuracy in HF classification. 

Somya Goyal [14] observe an innovative Neighborhood based Under Sampling (N-US) algorithm to tackle with class 

imbalance problem. The purpose of this study is to demonstrate the high accuracy in defective module prediction 

achieved by the proposed N-US approach. Thus, the N-US algorithm strategically under samples the dataset with the 

goal of increasing minority data visibility while maintaining majority data visibility while decreasing information 

loss. 

In this study [15] by M. Shyamala Devi et al., various under sampling methods, including Cluster Centroids, Repeated 

ENN, AllKNN, Edited Nearest Neighbors, Condensed Nearest Neighbor, Instance Hardness Threshold, and Near 

Miss are applied to the Cardiotocographic Fetal Heart Rate dataset. The resulting under sampled datasets from these 

methods are then subjected to fitting all classifiers, and their performance is scrutinized both before and after feature 

scaling. In the final step, a thorough performance analysis is conducted, employing metrics such as Precision, Recall, 

F-score, Accuracy, and running time. The experimental findings demonstrate that the Decision Tree classifier 

maintains a 98% accuracy both before and after feature scaling, particularly when incorporating under sampling 

techniques like Edited Nearest Neighbors, Repeated ENN, and AllKNN. In this study [16], Al-Zadid Sultan Bin Habib 

et al. applied the ensemble learning-based Hard Voting (HV) technique combined with random under-sampling to 

WDBC dataset. After scaling these features using Robust Scaler, random under-sampling was employed to balance 

the classes (benign or malignant). Four prominent machine learning classifiers, namely Decision Tree Classifier 

(DTC), Random Forest (RF), k-Nearest Neighbor (KNN), and Support Vector Machine (SVM), were utilized to create 

an HV meta-classifier. 

The survey [17] by Avneesh Atrey et al. employs predictive analysis with Support Vector Machines (SVM) to 

distinguish between malignant and benign cases. Various SVM kernels, including linear, polynomial, and RBF are 

applied, and their corresponding results are computed. The findings indicate that the RBF kernel yields superior 

results, achieving an accuracy of 93.9%, F1-score of 89.5%, precision of 91.5%, and recall of 89.3%. The survey [18] 
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by Zohaib Mushtaq et al. utilizes chi-2 feature selection with Gaussian Naive Bayes, accompanied by Kernel-based 

PCA to reduce the dimensional space of six selected features. Various kernel functions such as sigmoid, poly, linear, 

cosine, and radial basis are applied. The successful classification of the WBC dataset involves employing the sigmoid 

function on K-PCA in tandem with chi-square feature selection. 

In this study, our research emphasizes the application of classification algorithms to predict early breast cancer. 

The principal contributions of this work are: 

1.  To handle the class imbalance problem, we have incorporated under-sampling using the AllKNN technique. The 

primary purpose of under-sampling in the context of imbalanced datasets is to address the issue of class imbalance 

by reducing the number of instances in the majority class. 

2.  Robust Scaling for normalization to deal with outliers in the dataset. 

3.  Pre-processing of data was performed followed by feature extraction of data set using Kernel Principal Component 

Analysis (KPCA). 

4.  A custom ensemble model (Voting Classifier) is instantiated with two classifiers (logistic regression and Support 

Vector Machine) and outputs the class label that receives the majority of the votes. Grid search cross-validation 

method has been used for best hyper-parameters selection 

PROPOSED METHODOLOGY 

A. Dataset Overview 

Input dataset is collected from WBCD Library. The Wisconsin Diagnostic Breast Cancer dataset is a well-known 

dataset in the field of machine learning and is often used for classification tasks. The dataset is derived from fine-

needle aspirate (FNA) biopsies and contains features computed from digitized images of breast cancer masses. The 

primary objective of using this dataset is typically to distinguish between benign and malignant tumors based on the 

provided features. 

The dataset is publicly available and can be accessed from various machine learning repositories, such as the UCI 

Machine Learning Repository. There are 569 occurrences with 30 features (attributes) for each instance in the 

dataset. 

B. Architecture 

The proposed architecture involves data loading, preprocessing, model training, hyperparameter tuning, and 

ensemble techniques, ultimately providing a comprehensive approach to breast cancer classification. Fig. 1 shows our 

proposed architecture flow chart. The use of various algorithms and ensemble methods enhances the model's ability 

to accurately classify benign and malignant cases. The thorough evaluation and comparison contribute to 

understanding the strengths and limitations of each model in the context of breast cancer classification. 
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Fig. 1. Proposed Architecture Flow Chart 

C. Exploratory Data Analysis 

Exploratory analysis of the dataset including information on data types, summary statistics, and identification of 

missing values is performed. The graph in the Fig. 2 illustrates a class imbalance in the dataset, showcasing a 

predominant number of benign diagnoses with a count of 357, compared to 212 malignant diagnoses. This disparity 

underscores the higher proportion of benign instances within the sample. 
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Fig. 2. Class Imbalance 

Pearson Correlation Coefficient: 

As a statistical measure, the Pearson correlation coefficient estimates the extend of the linear relationship between 

two variables. 

It takes values between -1 and 1, where: 

• Positive values near 1 mean a very strong positive linear dependency which means that one property directly 

depends on another. 

• At the lowest level we get -1, which means there is a strong negative linear relationship meaning that, as one 

feature increases, the other tends to decrease. 

• Values equaled or close to 0 indicate the absence or less than a direct relationship between the features. 

Data Preprocessing 

Handling missing values in the machine learning algorithm involve erasing nonrelevant features from the data set 

such as the ‘Unnamed 32’ and the ‘ID’. Label encoding is used to transform categorical features into numeric ones 

The target variable shows 0 for benign tumors and 1 for malignant ones. Furthermore, the Robust Scaler is used for 

feature scaling where median and IQR are used to contain the impact of outliers and carefully balance the numerical 

features. 

Handling Class Imbalance: 

ALLKNN (All K-Nearest Neighbors): 

Under-sampling technique is available in the form of AllKNN method and belongs to the imbalanced-learn 

(imblearn) package. How it does is by reducing the number of majorities using a similarity of the feature space where 

the majorities are at least almost close to the minorities. What is more, the parameter n_neighbors defines how many 

neighbors are taken into account while defining the majority class instances to be removed. 

OPTIMAL VALUE OF K: 

The value of k is very sensitive in the KNN algorithm on the number of neighbors it is going to honor in the algorithm. 

When analyzing the k-NN algorithm the k parameter has to be optimized depending on the input data. If the input 

data has more volumes of outliers or noise then, if has to prefer higher value of k. However, since in this classification 

the value of ties is not permissible, it would be better to choose an odd value for the variable k. 
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Fig. 3. Finding K-nearest neighbors 

 

Fig. 3.1. Accuracy based on varying K value 

How it Works: 

• For each majority class instance, the algorithm calculates its distance to its k nearest neighbors as shown in Fig. 

3. 

• If a majority class instance has at least one neighbor from the minority class within its k nearest neighbors, it is 

considered as potentially contributing to the imbalance. Such instances are then removed to achieve a more 

balanced class distribution. Fig. 3.1. & Fig. 3.2. shows that optimal K-value is 7. 

 

Fig. 3.2. MSE based on varying K value 
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Feature selection using Kernel PCA: 

Kernel PCA – it is an improvement over traditional PCA in which kernel functions are used to transform the input 

data in higher dimensions as depicted by Fig 4, then the nonlinear relationship is learned. The beneficial aspect of 

using Kernel PCA is to diminish the number of features while looking at the interactions between features and the 

data set nonlinearity. Self-organization to a larger degree supports an efficient representation of data especially when 

it comes to the more complicated non-linear patterns. 

 

Fig. 4. Mapping Input data into Higher dimensional space 

Steps in Feature Selection using Kernel PCA: 

• Mapping to High-Dimensional Space: 

Apply a chosen kernel function (e.g., RBF kernel) to map the original feature space into a higher-dimensional space. 

• Principal Component Analysis: 

Perform PCA in the high-dimensional space to identify principal components. These components capture the most 

significant variations in the data. 

• Selecting Principal Components: 

Based on the explained variance or other criteria, choose a subset of principal components that effectively represent 

the data. 

• Inverse Transformation: 

Apply the inverse transformation to map the selected principal components back to the original feature space. 

D. Training and Testing 

Training can be described as model construction using a dataset for enhancing and developing a machine learning 

model. Afterwards the model is tested to check the performance on data that the model has not seen before and 

whether the model is capable of providing correct prediction for unseen data. It is standard practice to use 80% of 

the data set to build the model and the rest 20% for testing the model. 

E. Algorithm 

Logistic Regression is one of the most used statistical methods of binary classification, where the outcome variable 

can take the value of only one of the two possible values. The main element of this technique is the logistic function 

(also called a sigmoid function) mapping a real-value input into a probability value of 0 to 1. The mathematical 

representation of the sigmoid function is: 

σ(y)  =  
1

1 + 𝑒−𝑦
 -----------  (1) 
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(y) here stands for linear combination of independent variables and their respective coefficients. The sigmoid 

function’s output is taken as probability of the positive class (class one). One is to have a threshold value, typically 

0.5; if the predicted probability is greater than this threshold value, the observation is then classified as class 1; 

otherwise it is classified as class 0. 

Support Vector Machine: SVM, for short, Support Vector Machine, is also a popular supervised machine learning 

algorithm which is used for classification and regression models. It is categorized among discriminative models and 

it performs especially well in higher dimensions. A fundamental max aim of an SVM is the identification of an ideal 

hyperplane that will aid in the classification of the data points of distinct categories in the feature space. In the case 

of binary classification, this hyperplane brings the largest separation between the two classes. 

Voting Classifier: Voting Classifier is an estimator which includes models for the various classifiers of classification 

techniques that are looked at as having individual confidence levels. The meta-classification approach of constructing 

the Voting classifier estimator from a group of various classification classifiers results in the stronger classifiers that 

compensate the others’ disadvantageous results on the given dataset. Voting classifier uses majority voting depending 

on the applied weights on the class or the class probabilities and a record is classified based on the majority vote. 

In our proposed methodology, Voting Classifier integrates Logistic Regression and Support Vector Machine into a 

soft-voting ensemble. 

 

Fig. 5. Illustration of sample model prediction using Soft Voting Classifier 

Soft voting classifier classifies input data based on the probability of all the classifiers as done by different classifiers 

as shown in Fig. 5. 

EXPERIMENTAL RESULTS 

In this section, we delve into the outcomes of our study and introduce the foundational models that serve as 

benchmarks for evaluating our proposed model. Our assessment of the proposed model's performance involves a 

comprehensive comparison with diverse machine learning classifiers and alternative methodologies. 

A. Accuracy: 

Accuracy is calculated as Total of True Positives plus True Negatives over the sum of True Positives plus True 

Negatives plus False Positives plus False Negatives. 

Comparison of Test data Accuracy of various machine learning models “Without using any sampling 

techniques/Feature selection with default parameters” and “Using AllKNN under-sampling technique and KPCA 

Feature selection” is shown in Table 2. 
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Table 2. Comparison of Test data Accuracy 

Comparison of Test Accuracy 

Model 
Without Under-

Sampling Technique 

With Under-Sampling 

Technique 

Logistic Regression 98.24 98.97 

SVM 96.49 98.97 

Voting Classifier 

(LR + SVM) 
97.36 100.00 

Gradient boost 95.61 97.95 

K-Nearest Neighbors 96.49 94.89 

The model put forward in this study demonstrated remarkable precision by achieving a 100% accuracy in predictions 

on the test set. This noteworthy accuracy level serves as a testament to the model's efficacy in accurately classifying 

the diagnoses within the dataset. 

The Training data, Test data and All data Accuracy results of our comparative analysis, encompassing various 

machine learning classifiers using AllKNN under-sampling technique and KPCA Feature selection, are meticulously 

presented in below Table 3. 

Comparing all the different machine learning models, we could see that our proposed model – Voting Classifier 

(Logistic Regression + Support Vector Machine) outperformed other models on using Training data, Test data and 

All data. 

Table 3. Training, Test and All data Accuracy 

After Under-Sampling using AllKNN and KPCA Feature selection 

Model Training Accuracy Test Accuracy All data Accuracy 

Logistic Regression 98.45 98.97 98.55 

SVM 98.71 98.97 98.76 

Voting Classifier 

(LR + SVM) 
98.45 100.00 98.76 

K-NN 98.45 97.95 98.35 

Gradient boost 99.22 94.89 98.35 

B. Confusion Matrix: 

To assess the predictive performance of a machine learning (ML) model on a given dataset, a confusion matrix is 

used. This matrix organizes the model's outcomes into four categories: true positives, true negatives, false positives, 

and false negatives. These categories help illustrate the model's accuracy and errors in its predictions. 

The Confusion Matrix for Logistic Regression model using AllKNN under-sampling technique and KPCA Feature 

selection with best hyper parameters using Grid Search is shown below in Fig. 6. 
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Fig. 6. Confusion Matrix for Logistic Regression 

The Confusion Matrix for Support Vector Machine Classifier model using AllKNN under-sampling technique and 

KPCA Feature selection with best hyper parameters using Grid Search is shown below in Fig. 7. 

 

Fig. 7. Confusion Matrix for Support Vector Machine 

The Confusion Matrix for the proposed Voting Classifier model is shown below in Fig. 8. 

 

Fig. 8. Confusion Matrix for Voting Classifier 

For our proposed Voting Classifier model, the confusion matrix highlights that the model successfully identified 55 

true positives, affirming its adeptness in anticipating the malignant nature of the actual diagnoses. Additionally, the 

model correctly identified 43 true negatives, aligning with its expectations of benign diagnoses. 
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A. ROC Curve: 

ROC curve is obtained by plotting of TPR against FPR for multiple threshold levels of the feature measurements. A 

model with the best possible assessment would be represented by an ROC plot that starts from the point of TPR = 1 

and FPR = 0 and goes down as far as possible to the lower right corner of the plot. 

The ROC for our proposed Voting classifier model is shown below. 

 

Fig. 9. ROC for Voting Classifier 

CONCLUSION 

Our primary focus involved a comparative analysis of accuracy (Acc) when employing classifier models—KNN, 

Gradient Boost, LR, SVM, and the voting ensemble model—with and without the application of AllKNN Under-

sampling and KPCA Feature selection techniques. We observed an increase in performance when AllKNN under-

sampling technique and KPCA Feature selection is used as compared to without sampling/feature selection 

technique. Key findings from our investigation include the following: Prior to integrating AllKNN Under-sampling 

and KPCA Feature selection techniques, LR exhibited a performance level of Acc = 98.24%. Upon implementing these 

techniques, overall performance improved significantly, resulting in LR achieving Acc = 98.97% with 12 principal 

components. Similarly, SVM demonstrated an accuracy of 96.49% before applying AllKNN Under-sampling and 

KPCA Feature selection, which then increased to Acc = 98.97% with the inclusion of 20 principal components. 

Subsequently, employing our proposed model through the voting process and the ensemble model yielded a test 

accuracy of 100% and an overall data accuracy of 98.76%. The outcomes of our tests clearly demonstrated that 

utilizing the ensemble model with AllKNN Under-sampling and KPCA Feature selection techniques markedly 

enhanced the precision of each classifier. 
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