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Lung cancer is most common in men in India. Smoking is the main cause of lung cancer, apart 

from this there are many other reasons also. Lung cancer patients’ life can be saved by the early 

identification. There are many tests to identify cancer of lung like chest X-ray and Computed 

tomography (CT). In this paper we are using two datasets to validate our work. First dataset-I is 

numeric data which is collectively based on surveys and second dataset-II contains CT images of 

lungs. In numeric data we have 15 features and have applied a neural network and ensemble 

classifier to classify the data into normal and cancerous classes. After that Pearson correlation 

method is used to select the most prominent features. The best performance is attained when the 

XGBoost ensemble classifier is used and the obtained values are Precision (95%), Recall (98%) 

and F1 score (96%). On the second dataset-II we are using CT images dataset and two approaches 

to classify the data into normal, Benign and malignant classes. Firstly, transfer learning based 

models VGG16 and VGG19 model are applied on dataset. Dataset is categrioed into three parts 

like training data, testing data and validation data. Training of model is done with 80% data, 

then validates with 10% data and finally tested with 10% data. The kappa score and F1 score 

obtained by VGG16 for lung cancer is 98% and 96.43% and by VGG19 is 97.4% and 96.2%. 

Second we design CNN for the feature selection and this feature selected methods applied on 

flatten images. After that random forest, gradient boosting and support vector classifiers have 

been applied on the features.Then logistic regression method is applied to cateogories the images 

into three classes such as normal, benign and malignant. Most promienet results are predicted 

after feature selection and the evalution parameters are F1 score (1.00), precision (1.00) and 

recall (1.00).This paper enhance the accuracy of lung cancer identification and outperforms 

traditional computer vision methods across multiple performance metrics. 
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INTRODUCTION 

The cancer of lung continues to be one of the most usual and lethal types of cancer globally [1]. The World Health 

Organization (WHO) reports that cancer of lung is the leading cause of cancer-related deaths, acounting for over 1.8 

million deaths annually. Cancer of lung starts in the lung cells. In figure 1, the image of lung and its cells where lung 

cancer starts shown. 

Early detection and diagnosis are critical for effective treatment and improving patient survival rates. There are 

multiple methods to diagnose lung cancer like blood test, chest X-ray, Computed Tomography (CT) test and biopsy. 

The small masses of tissue present in the lung are known as lung nodules. Lung nodules may be of two types: 

cancerous and non-cancerous, which is also known as malignant and benign. Mainly lung cancer is of two types: 

Small Cell Lung Cancer (SCLC) and Non-Small Cell Lung Cancer (NSCLC)[2]. NSCLC is most the typical type of 

cancer of lung and it includes squamous cell carcinoma and adenocarcinoma. Treatment of SCLC is difficult because 
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sometime cancer spreads to other organs of the body. Despite these advancements, the interpretation of medical 

images still heavily relies on the expertise of radiologists, which can be subject to variability and human error. 

This underscores the need for automated, reliable, and accurate diagnostic tools that can assist in lung cancer 

detection in early stage. The challenge of accurately identifying lung cancer at its early stages is compounded by the 

complexity and variability of tumor appearance in medical images. Current diagnostic methods, while effective, are 

 

Fig. 1 Lung and Lung cell image 

not infallible and can benefit from supplementary automated systems. The development of a robust machine learning 

model that can accurately classify cancer of lungs images into normal, behign and malignant categories holds promise 

in addressing this challenge. 

LITERATURE REVIEW 

Researchers have been proposed many numerous approaches in the literature. Multiple deep learning architectures 

have been proposed to diagnose the lung cancer in early stages. Pradhan et al. [3] proposed error free system with 

the help of machine learning and image processing techniques. First CT images of lungs are preprocessed and ROI is 

finding with the help of segmentation method. In segmentation first images are converted into grayscale images then 

threshold method is used to convert them into binary images. From the ROI, perimeter, area, eccentricity and GLCM 

features are extracted. Images are classified into healthy and abnormal with the help of C 4.5 method. 

Hussain et al. [4] are using CT image dataset that contain 945 images, 568 images belong to SCLC class and remaining 

377 images belong to NSCLC class. Authors used multiple features extraction methods on the dataset and then it was 

split into training and testing parts. For the classification SVM, Decision Tree and Na¨ıve Bayes methods are used. 

For the feature extraction they are using texture features, morphological features, RICA features, Auto encoder, 

Sparse matrix and Entropy. This paper gives best results with RICA and Sparse filter feature extraction method with 

SVM classifier. 

Ahmed et al. [5] proposed a computer aided system using the LDCT dataset. In this dataset 50 images are there. First 

Deep learning method is used to find the features, so they are using VGG19, VGG16 and Alex for that. After feature 

extraction, optimal features selection methods are used, they are using genetic algorithms to opt for prominent 

results. Then in the last step multiple classifiers are used. In their proposed work VGG19 with SVM classifier is giving 

the best result. 

Asuntha et al. [6] used real time CT image dataset for the lung cancer detection. Firstly the images are preprocessed 

using histogram equalization to improve the quality of image. Then ABC (Artificial Bee Colony) segmentation method 

is used to get ROI. From this ROI eight different types of features like intensity feature, texture feature, geometric 

features and volumetric features are extracted using LBP, SIFT and HOG. In the next step prominent features are 

selected using Fuzzy Particle Swarm Optimization (FPSO). In the last step multiple classifiers like Na¨ıve Bayes, 

KNN, Adaboost, SVM and ELM are used to categorize the images into healty and cancerous classes. This paper is 

giving best results using FPSOCNN. 

Ruchita et al. [7] have used three datasets for the validation of the work. Authors are using CT images from LIDC-

IDRI dataset, Bowl 2017 dataset and LUNA 16 dataset. First preprocessing is done on images using morphological 

operations. Then CNN model is used for segmentation and feature extraction. They have used combined architecture 

of U-Net and 3D multipath VGG network for the classification of the lung nodules. N Kalaivani et al. [8] used 
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convolution neural networks for the classification of data into normal and cancerous images. In this 201 CT images 

are used. CNN with DenseNet and adaptive boosting algorithm is used for the classification of the data. 

Smita et al. [9] discussed how multiple machine learning methods are used for the detection of lung cancer. It also 

discussed Lung cancer detection using IoT devices. A review of lung cancer detection is figured in this paper. In the 

literature many segmentation, feature extraction and machine learning methods have been used. Researchers have 

proposed different feature extraction methods [10][11] and machine learning techniques [12][13] for the detection of 

lung cancer. 

Traditional Computer-Aided Detection (CADe) systems for lung nodule detection rely on manually engineered 

features, which often struggle with early detection accuracy. Convolutional Neural Networks (CNNs) in Deep 

Learning has significantly improved this field. Jin et al. achieved 87.5% accuracy with a 3D CNN [14], while Shen et 

al. [15] reached 87.14% using a multi-crop pooling technique. Wang et al.[16] obtained 95.8% sensitivity with a 

feature pyramid network and a 3D CNN. Sheriff et al.[17] proposed a method for detecting lung cancer by employing 

the VGG NET 16 deep learning architecture. Lu et al. [18] introduced a dilated Convolutional Neural Network (CNN) 

based on the VGG16 architecture for lung cancer detection. Raymaha patra et al. [19] explores lung cancer prediction 

using a CNN with the VGG16 model, highlighting its effectiveness in medical imaging tasks. Thapliyal et al. [20] 

compare the performance of ResNet50, Xception, and VGG16 models in detecting lung cancer, demonstrating that 

these AI-based approaches offer efficient and accurate diagnosis. The paper primary endowment is to enhance the 

accuracy of lung cancer identification and outperforms traditional image processing methods across multiple 

performance metrics. 

1. On numeric dataset-I, we applied neural network and ensemble classifier. Then Pearson Correlation method is 

applied on the dataset to reduce features. 

2. Transfer learning based model VGG16 and VGG19 are applied on the CT image dataset 2. In transfer learning 

model is already trained with the dataset and starting layers are freeze. 

3. In transfer learning few layers are freeze so the values are not updated. So, we applied CNN model on the dataset 

to extract the features from the flatten layer. 

4. Ensemble classifier is used to classify the dataset into three classes.  

MATERIAL AND METHODS 

Dataset: The methodology for developing a lung cancer detection model involves several crucial steps.Two datasets 

were taken from kaggle’s public available database site. First dataset (dataset -I), Survey Lung Cancer dataset [23] 

was collected on the basis of patients’ survey. It includes 15 features like age, gender, smoking, anxiety, alcohol 

consumption, allergy, coughing etc. On the basis of these features it is categorized in cancerous and non-cancerous 

classes. Second dataset (dataset 2), the IQ-OTH/NCCD Lung Cancer Dataset from Kaggle had been selected due to 

its comprehensive collection of lung CT scan images [21]. This image dataset is essential for the training of the model 

then the model’s performance is evaluated. Dataset 2 was collected from Iraq hospital. This dataset contains 1097 

images, 120 images are benign, 561 images are malignant and remaining 416 images belong to normal class. Fig 2 

shows the random images from dataset. 

 

Fig. 2 Random images from dataset 2 with labels 

Dataset-I was splited into training data and testing data. Then a sequential classifier was used with an Adam 

optimizer. Firstly the model use 80% data for training then the model was tested with the remaining dataset. 
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Precision, Recall and F1 score values are respectively 96%, 94% and 95%. In the next step features are mapped with 

target class with Pearson correlation. The values are following: GENDER-0.067254, AGE-0.089465, SMOKING-

0.058179, YELLOW-FINGERS-0.181339, ANXIETY-0.144947, PEER-PRESSURE-0.186388, CHRONIC DISEASE-

0.110891, FATIGUE-0.150673, ALLERGY-0.327766, WHEEZING-0.249300, ALCOHOL CONSUMING-0.288533, 

COUGHING-0.248570, SHORTNESS OF BREATH-0.060738, SWALLOWING DIFFICULTY-0.259730, CHEST 

PAIN-0.190451. In this paper top 6 features are selected as the prominent features. Again the model was trained and 

tested with the 6 features and same ratio. The achived evalution values are 100%, 84% and 91% with respect to 

Precision, Recall and F1 score.  

In the next step, Extreme Gradient Boosting XGBoost ensemble classifier is used on the dataset-I. For this work 

dataset has been splited into training part and testing part. The model use 80% data for training of model and use 

remaining 20% data for the testing of the model. This model obtained 95%, 98% and 96% values respectively for 

Precision, Recall and F1 score. In the next step model has been trained and tested with the 6 prominent features. Now 

the Precision, Recall and F1 score values are 93%, 95% and 94%. We can see that the value of precision is reduced 

but the value of recall and F1 score increased. 

Neural Network for Dataset-II: On this dataset we have applied two methods for the validation of the work. First 

transfer learning based VGG16 and VGG19 have been applied on the dataset. In Transfer learning models are already 

trained with the images so the stating layers are freeze after that we have applied CNN model on the dataset, but 

there is no significant change in the accuracy. So, we have used CNN for feature selection and then applied random 

forest, gradient boosting and support vector classifier on the selected features.In the next step logistic regression have 

been applied on the classifier. There is huge difference in the accuracy. 

Transfer Learning: Firstly, the dataset is splited into three parts, namely: training data, testing data, and data for 

validation in a proportion of 0.8, 0.1, and 0.1, respectively. The portion of traning data confirm that this amount is 

sufficient for the model training and this willnot overfit or underfit the model. While maintaining data is used for the 

validation and testing of model and evaluate the model’s performance accurately. Proper data division is critical for 

preventing overfitting and ensuring that the model generalizes well to new, unseen data. In this paper these steps are 

used.  

1. Imagedatagenerator: To enhance the training data’s diversity and improve the model’s robustness, the 

ImageDataGenerator() class was utilized for data augmentation. Data augmentation helps in creating variations of 

the existing images, thereby increasing the model’s ability to generalize and perform well on different images. 

2. Visualization: The image data was visualized to understand the distribution and characteristics of the images in 

the dataset. This step ensure that the data preprocessing steps were correctly applied and to gain insights into the 

dataset’s composition. 

For the model development, transfer learning with VGG16 and VGG19, a pretrained Convolutional Neural Network 

(CNN), was employed. The upper layers of the VGG16 and VGG19 model were frozen to retain the learned weights, 

and only the top layers were retrained on the lung cancer dataset [22]. This approach leverages the pre-trained 

model’s ability to recognize patterns in images, thereby enhancing the performance on the new dataset with limited 

data. In VGG19 is little differ from VGG16. The model’s performance is further assessed using precision, recall, F1 

score, and Cohen’s kappa. These parameters provide a comprehensive evaluation of the model’s accuracy and 

reliability in detecting lung cancer from CT scan images. 

Kaur et al. (2025): This study presents a high-accuracy method for lung disease classification utilizing logistic 

regression combined with advanced feature extraction techniques. The research emphasizes the effectiveness of these 

approaches in enhancing diagnostic precision, showcasing results published in the Egyptian Informatics Journal 

[23]. Karimullah et al. (2024): This paper introduces an integrated methodology for identification of cancer of lung 

using CT scans, which incorporates optimization techniques, deep learning algorithms, and IoT data transmission. 

The findings, published in Frontiers in Oncology, highlight the potential of modern technologies in improving cancer 

diagnostic processes [24]. 

CNN and Feature Extraction: In this section, CNN and ensemble learning techniques had been used to develop an 

image cidentification model to detect cancer of lung into normal, Benign and Malignant classes. These techniques 

aimed and helped to develop models with enhanced accuracy and robustness. The images are loaded and 
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preprocessed and resized to a consistent size (224x224). CNN architecture was defined to extract features from Fig. 

5 Architecture of VGG16 resized images and then perform classification on them. CNN consists of Convolution layers, 

max pooling layers, flattening layers and dense layers. It is a sequential model built layer by layer. Conv2D is a 

convolution layer applied on image for the extraction of features from the image. MaxPooling2D is a max-pooling 

layer applied to reduce the dimension of a feature map. This paper applied Conv2D and MaxPooling2D layes for three 

times. Then Flatten layer is applied on image to convert the 2D feature map into 1D vector. In the next step Dense 

layer with relu activation function is used, dense layer is fully connected layer used for classification. After that, a 

dropout layer is used to prevent overfitting of model. After feature extraction next step is classification of images 

based on features. Ensemble classifier model is created by staking the base learner models on random forest, gradient 

boosting and support vector classifiers. CT images are flattened and base learners are trained on the flattened CT 

images. In this paper logistic regression model is used as meta-learner to combine the base learner predictions. After 

training, accuracy, recall, precision, and F1-score values are evaluated on the test data.  

RESULT & DISCUSSION 

The results of the lung cancer detection model demonstrate impressive performance across various metrics. The 

model achieved an accuracy score of approximately 99.03%, indicating a high level of correctness in classifying the 

images into the respective categories. This high accuracy reflects the model’s capability to distinguish between 

malignant, benign, and normal cases effectively.  

(a)

 
(b)  

Fig. 3 (a) Train Loss and Validation error curve using VGG16 & (b) Accuracy of CNN and ensemble classifier 

As the number of epochs increases, both the training and validation loss decrease, demonstrating that the algorithm 

is improving its performance over time. This trend signifies that the model is effectively learning from the data, 

enhancing its ability to generalize well on unseen data. The continuous minimization of loss with increasing epochs 

confirms the robustness and reliability of the model in accurately detecting lung cancer from CT scan images. The F1 

score, which measures the balance between precision and recall, was reported at 96.43%. This high F1 score indicate 

that the model performs well in both identifying positive cases (malignant and benign) and minimizing false 

positives, making it reliable for practical applications in medical imaging. The Cohen’s kappa score of 98.02% reflects 

an almost perfect agreement between the model’s predictions and the actual labels. This metric shows that the 

model’s performance is robust and consistent, minimizing the likelihood of classification errors. 

Table 2 Performance measure of model 

We have applied an ensemble classifier before and after selection of relevant features. The obtained accuracy using 

logistic regression model is 0.99 and precision, recall and F1-score values are shown in Table 1. After feature selection 

the obtained accuracy is 1.00. Moreover, after feature selection the accuracy of the model has been increased. Figure 

3 shows the accuracy graph for the proposed models. 

Model Accuracy F1-Score Precision Recall Kappa   
VGG16 99.083 96.43 98.94 94.44 98.02   
VGG19 98.91 96.2 97.99 94.44 97.04   
Before Feature Selection Before Feature Selection 
 Precision Recall F1-score Precision Recall F1-score Support 
Benign 0.99 0.97 0.98 1.00 1.00 1.00 416 
Malignant 0.98 1.00 0.99 1.00 1.00 1.00 608 
Normal 0.99 0.97 0.98 1.00 1.00 1.00 120 
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Overall, the results suggest that the model performs exceptionally well in detecting lung cancer from CT scan images, 

with high accuracy, precision, recall, and agreement scores. This performance underscores the effectiveness of the 

transfer learning approach with VGG16 and VGG19. With the help of feature selection and ensemble learning the 

performance of the CT image lung cancer have been improved. These results confirm the effectiveness of using 

transfer learning for lung cancer detection and highlight the model’s capability to accurately and reliably classify lung 

cancer images. 

CONCLUSION 

This paper successfully developed a lung cancer image classification model using CNN and ensemble learning 

techniques. For this work two publicly available datasets are used. First dataset is based on a survey. On this dataset 

Neural network and ensemble learning methods have been implemented and in the next step relevant features are 

selected with the help of Pearson correlation method. For this dataset, relevant features are not working well. On 

second dataset lung cancer detection model was developed using transfer learning with the VGG16 and VGG19 

architecture. By leveraging a dataset from Kaggle, the model was trained, validated, and tested with a well-structured 

dataset split of 80% for training, 10% for validation, and 10% for testing. The approach involved freezing the upper 

layers of the VGG16 and VGG19 network to retain pre-trained features while fine-tuning the model on the specific 

dataset. The model achieved an exceptional performance with an accuracy of 99.03% and 98.9% indicates a near-

perfect agreement between the model’s predictions and the actual outcomes. Meanwhile, CNN model extracted 

features from the CT scan images, while the ensemble learning approach combined the predictions of multiple base 

learners to improve accuracy and robustness. The final stacking classifier achieved satisfactory performance, 

demonstrating the effectiveness of the combined approach for medical image classification. For the second dataset, 

our proposed model obtained more accurate results. 
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