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Cognitive sensor networks (CSNs) are wireless sensor networks that utilize cognitive radio 

technology to provide adaptive responses to the environment and improve performance. 

However, CSNs face challenges such as dynamic spectrum circumstances, node mobility, and 

resource limitations. Multipath routing protocols have emerged as a potential solution to 

overcome these obstacles, improving the reliability and resiliency of communication between 

nodes. However, current multipath routing protocols have downsides such as increased 

overhead, inflexibility, and lack of reactivity to external conditions. There is a growing need for 

new multipath routing protocols specifically tailored for CSNs to solve these constraints. These 

protocols should decrease routing overhead, display flexibility, and consider environmental 

factors. They should be able to handle various traffic types, scale effectively, and improve 

security. This research proposes a Node Grade Factor (NGF)-centered node-disjoint multipath 

routing protocol, NGFMR, which aims to achieve energy-efficient node-disjoint route selection. 

This is made easier by introducing Quality of Service (QoS) measures into the path selection 

process, such as distance to SINK, availability of spectrum, communications cost, and node 

delay.  The proposed disjoint routing protocol improves equal allocation of network burden 

over various routes, resulting in improvements to QoS. Simulations show that NGFMR is 

superior to other protocols in terms of throughput of network, packet delivery ratio, 

consumption of energy, and end-to-end latency. 
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I. Introduction 

The rise in the number of companies offering wireless services has resulted in a scenario known as 

spectrum congestion, which has culminated in the problem of spectrum scarcity. A technology solution dubbed 

cognitive radio (CR) has been created as a reaction to this problem, and it has emerged as a basic treatment [1–3]. 

The term cognitive radio refers to an intelligent wireless communications system that is endowed with a knowledge 

of its surrounding radio environment. This awareness makes it possible for the system to make opportunistic use of 

the spectrum segments that are accessible [4]. This intrinsic capability for opportunistic spectrum access is an 

excellent solution to the problem of scarce spectrum [5], and it simultaneously improves the efficiency with which 

spectrum is used. Utilizing the characteristics that are inherent to CR technology provides the ability to handle a 

significant percentage of the unique demands and challenges that are provided by wireless sensor networks (WSNs) 

[6]. WSNs, which are often dependent on pre allocated spectrum assignments, are subject to resource restrictions 

[7]. These limitations are most obviously seen in the communications and processing capacities of battery-powered 

sensor nodes [8]. As a result, equipping wireless sensor nodes with CR capabilities is beneficial [9], as it enables 

these nodes to intelligently use dynamic spectrum resources to improve data transmission goals. This, in turn, 

results in the development of cognitive radio sensor networks, also known by their acronym, CRSNs. 

Wireless sensor nodes with cognitive radio capabilities make up most of the components of a Cognitive 

Radio Sensor Network (CRSN) [10]. The main goal, which is also one of its secondary goals, is to dynamically 

transfer the collected data throughout all accessible spectrum bands when certain events are detected [11]. When a 

sensor node detects an event, many nodes work together to establish the necessary channel to send the data to the 

central location [12]. This cooperative endeavor increases the likelihood of collisions, which in turn introduces 

problems such as packet loss and delay, ultimately leading to increase in power consumption [13]. On the other 

hand, sensor nodes that possess cognitive radio capabilities may dynamically access a myriad of different channels, 

which not only reduces the likelihood of collisions but also makes it easier to transmit collected data to the central 

destination. 

A CRSN is a distributed network and is made up of wireless sensor nodes that have cognitive radio 

capabilities [14]. This concise explanation provides the most fundamental knowledge of CRSN and effectively 

conveys its core. This component's main purpose, which also happens to be one of its secondary goals, is to 

dynamically distribute the data that has been gathered among all accessible spectrum bands when certain events 

are detected [15]. To reduce the chance of collisions, for example, when a sensor node detects an event, many nodes 

work together to provide the required channel for prompt transmission to the central location. On the other hand, 

problems like packet loss and delay appear in collision-prone circumstances [16], which adds to the overall power 

consumption. Under these circumstances, sensor nodes that possess cognitive radio capabilities may dynamically 

access several channels, therefore decreasing the likelihood of collisions and expediting the transfer of gathered 

data to the central location [17]. 

Multipath routing in resource-constrained environments 

In situations when there is a limited availability of resources, multipath routing presents itself as a 

workable strategy for improving the efficiency and dependability of data transmission [18]. The use of multipath 

routing is one approach that shows promise for improving the efficiency of data transmission which also enhances 

its dependability. The traditional routing paradigm normally operates under the assumption that just one path 

between source and destination should be chosen as a default [19]. However, such an approach could not fit well 

with settings that have restricted resources, which can lead to an excessive consumption of network nodes and 

connections. Multipath routing, on the other hand, scatters data over numerous channels, which might result in 

possible advantages such as decreased energy usage, increased dependability, and decreased latency [20]. The more 

common practice of using a single routing route is one that may be replaced with multipath routing as an 

alternative. When it comes to the implementation of multipath routing, there is a wide variety of different ways that 

may be used. Load balancing is one of these strategies that stands out as a notable and extensively employed option 

[21]. In this method, the data is divided fairly into segments, and then each of those segments travels down a 

different route. If you choose this strategy, you can be certain that neither the individual nodes nor the connections 

will have to carry more weight than necessary. It is also possible to make use of path redundancy, which is an 

alternative method that falls under the umbrella of multipath routing [22]. In this hypothetical situation, numerous 
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routes are chosen between the source and the destination to provide continuous data transmission over all 

accessible paths. This method has the effect of increasing system dependability, especially in situations in which 

one of the alternative pathways is compromised. 

Multiple resource-restricted environments have been successfully routed through using multipath routing, 

as shown by the demonstrations. The use of several routing protocols increases the likelihood of accomplishing 

successful data delivery that is trustworthy via the reduction of the energy cost overhead associated with 

retransmissions caused by either link or node failures and via the facilitation of the construction of alternate paths, 

improved data delivery reliability may be achieved [23-24]. 

This study presents an energy-efficient node-disjoint route selection approach that is derived from an 

NGFMR-derived multipath routing protocol. This methodology was developed as part of this body of work. The 

authors of this work are credited with the development of this approach. By including Quality of Service (QoS) 

criteria such as distance to the SINK, spectrum availability, transmission cost, and node latency, the technique is 

planned to make it such that interference is never an issue. The discontinuous routing solutions that have been 

discussed allow for efficient load distribution, which in turn helps to improve the overall QoS levels that are present 

within the network. 

Contributions 

• The NGFMR protocol is used in its present suggested configuration to systematically pick all possible node-

disjoint routes linking the provided source and destination pairs. This was stated as the goal of the 

configuration. This selection procedure considers several QoS indicators, which not only makes it easier to 

distribute data but also reduces the amount of time it takes for it to be sent.  

• Additionally, the NGFMR protocol contributes to the equitable allocation of network traffic across the 

variety of available channels, which ultimately results in an improvement in the overall QoS across the 

network.  

• The use of multipath routing significantly boosts the chance of successfully accomplishing trustworthy data 

transfer. Because of this, there has been a resultant decrease in the amount of energy consumption ascribed 

to data retransmissions resulting from link or node failures, as well as a lowered requirement for 

constructing alternate pathways. 

 

II. Related work 

There have been significant leaps forward made in the performance of cognitive radio thanks to the use of 

approaches based on game theory. The capabilities of CRSNs in terms of spectrum usage and spectrum sensing 

have been improved because of the employment of these approaches. The challenges of energy management and 

privacy inside CRSNs were investigated in depth by Romero and colleagues in their research [25], which was 

intended to address these topics. In this scenario, they devised a plan to reinforce security against breaches in 

privacy by using a technique that included the production of artificial noise as a way of doing so. The choice to 

implement this strategy was carried out by making use of a competitive game model. This model also demonstrated 

resource-efficient energy consumption equilibrium, which helped to make the implementation of the strategy a 

success. 

When it comes to WSNs, Wang and colleagues [26] confirmed the idea that clustering improves network lifetime by 

concentrating data under a cluster head inside a cluster. This was done to test the hypothesis. This method of 

clustering was used to arrive at this conclusion. Both clustering and the selection of cluster heads may be 

accomplished using traditional methods, but doing so requires a significant investment of communication 

resources. Because of this, the Q-Learning approach is used within the scope of this study to be included as an 

essential part of the cluster head selection process. Nodes are given the potential, by means of this Q-Learning 

method, to independently assess whether they are willing to take on the job of a cluster leader or not. Because of 

this, there is an achievement of a decrease in the amount of energy consumption related with the process of cluster 

head selection. 

The Stability-Aware Cluster based Routing (SACR) protocol, introduced by the author in [27], integrates stability-

aware clustering with opportunistic information forwarding. It has been demonstrated that SACR operates with 
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decentralized pathways, eliminating the need for specific Cluster Coordination Centers (CCCs). The protocol 

considers energy levels and spectrums during both clustering and routing processes. In experimental evaluations, 

SACR outperformed CORPL and SCR protocols, exhibiting superior values in terms of PDR percentages, average 

delays, energy consumptions, and signaling overheads. 

To improve the energy efficiency of data transmission in CRSNs, the distributed clustering protocol, or DEDC 

protocol, is examined in [28]. The protocol finds and assigns open network channels for communication, classifying 

them as approved or prohibited. The protocol uses data aggregation to find available licensed channels and uses 

them for communication during inactive times. The technology delivers higher transmission speeds and greatly 

lowers transmission energy usage by giving priority to certain channels. Furthermore, the suggested model 

improves the delay reduction efficacy. 

The idea of choosing cluster heads according to the R factor was first presented by the authors in [29]. This method 

takes several things into account, such as residual data, nodal velocities, and energy levels left. The usage of reserve 

cluster heads (CHs) to lessen any cluster disruptions brought on by CH migration was also investigated in this 

work. The outcomes of the simulation showed that, even in the face of fluctuating node densities and speeds, the 

RMAC-M protocol successfully prevented network instability. RMAC-M was successful in meeting predetermined 

requirements, decreasing network latencies, and extending network lifespan. Despite node mobility, the protocol 

adeptly balanced energy concerns with latency, incorporating energy harvesting slots. Suggested directions for 

future research include optimizing RCH choices, utilizing machine learning based on R-factors to dynamically 

modify cluster formation weights, assessing mobility models through RMAC-M, and putting the protocol into 

hardware. 

The assignment of slot lengths for sensor nodes was managed by a creative software solution known as the Energy 

Preservation and Network Critics based Channel Scheduling (EPNCS) algorithm, which is described in article [30]. 

To reduce power consumption, this objective was achieved by dynamically modifying the sleep periods of sensor 

nodes in response to environmental data flow. By computing scalable dynamic slots for every sensor node based on 

buffer space occupancy on average, the available channels were efficiently optimized. 

A neighbor finding approach and two k-hop clustering techniques (k-SACB-EC and k-SACB-WEC) were presented 

by the author in the paper [31]. These algorithms were specially designed for Internet of Things (IoT) applications 

that need constant communication between and within clusters in Cognitive Radio Sensor Networks (CRSNs). This 

study's main goals were to create links on both channels and increase the network's longevity. The remaining 

energy levels of the nodes, spectrum awareness, the possibility of primary users (PUs) showing up on channels, 

channel quality, resistance to the presence of PUs, and the Euclidean distance between nodes were all taken into 

consideration throughout the clustering process. These variables had a direct impact on how hop counts were 

assessed and how common channels were distributed throughout the clusters. 

One of the authors presented the Energy-aware Q-learning AODV (EAQ-AODV) routing method in [32]. An AODV-

enabled routing protocol was leveraged by the EAQ-AODV that was suggested, and a Q-learning-based incentive 

mechanism was added into the design to pick cluster heads. The route was determined by this protocol using 

several different factors, some of which were Residual Energy, Common Channel, Number of Hops, Licensed 

Channel, Communication Range, and Trust Factor. 

The author created a process in [33-35] to determine each node's Cluster Head Weight (CHW) and choose Cluster 

Heads (CHs) based on this measure. The suggested method combined fuzzy logic (FL) with an ideal relay selection 

system after the clustering and CH selection procedures to pick high-quality relay nodes for intra- and inter-cluster 

communications. The fuzzy system used channel quality, traffic index, and connection error rate as input 

parameters for relay selection. Simulation findings measuring routing overhead, end-to-end latency, network 

performance, lifetime, and residual energy revealed that the proposed strategy performed better than alternative 

clustering strategies in CRSN. 

III. System Model 

Assumptions 

The following presumptions have been made to facilitate the completion of this inquiry: 
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The network is made up of 'n' different wireless sensor nodes, all of which are like one another and have been 

dispersed at random over the network space. In addition, there is only one sink node, and all the sensor nodes send 

the data that they have detected along a chain of intermediary hops to finally arrive at the sink node, which is the 

destination node for the information. 

The network is modeled as an undirected graph and given the notation 𝐺(𝑉, 𝐸), where '𝑉' stands for the set 

of nodes and '𝐸' stands for the set of edges. This notation is used to describe the network. The edges are specified in 

such a way that 𝐸 ⊂  𝑉 ×  𝑉, which indicates that the connection (𝑖, 𝑗)is part of 𝐸 if the nodes 𝑖 and 𝑗 are capable of 

engaging in communication that may flow in both directions with each other. In addition, 𝑁𝑖is the collection of all 

nodes in the network that can be reached with a single hop when starting from node 𝑖 in the network.  

Each sensor node in the network has its very own specific transmission range, which is represented by the 

letter '𝑅' in this notation. 

Proposed method 

 The Node Grade Factor based node-disjoint multipath routing (NGFMR) protocol, is presented as a new 

method in this investigation. This protocol determines the path that will provide the best results depending on the 

origin and destination of the data. To avoid interference between various channels, the process of route selection 

takes into account several QoS criteria. These parameters include the distance to the SINK, the availability of 

spectrum, the communication cost, and the node latency. The routing algorithms that were designed for non-

continuous connections efficiently divide the load of the network among several channels, which ultimately results 

in an improvement to the network's overall QoS. This improvement is accomplished not via the method that has 

traditionally been used, but rather through computations that include the node grade function. 

In a network, the concept of a "disjoint path" refers to the degree to which individual nodes contribute to 

the identification of numerous paths that may be taken from a source to a destination. Different types of disjoint 

paths have been proposed by several studies. These paths are typically divided into three categories:  

1. Node-disjoint paths, also known as completely disjoint paths, are those in which each node 

participates in only one path. 

2. Link-disjoint paths are those in which nodes may be part of multiple paths but not in a sequential 

manner, and  

3. Non-disjoint paths are those in which nodes may participate in several paths sequentially. The 

following Figure 1 depicts the Node-disjoint multipath network: 

 

Fig. 1. Node-disjoint multipath network 

The process that is used to estimate the likelihood of having 𝑘 node-disjoint pathways connecting the 

nodes:  

i. A one-of-a-kind identification is given to each node in the network.  

ii. Choose at random 𝑘 groups of nodes, with each of those groups containing 𝑑𝑖 nodes, and  

A 

B 

D 

E 

C 
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iii. Check to see that the total number of nodes in all those groups, from i = 1 to 𝑘, is considerably less 

than 𝑛. Because of this selection procedure, each subset will only have a certain number of nodes to 

choose from. 

Eq (1) is used to determine the probability, represented by the letter 𝑝, that each of these 𝑘 subsets is node-disjoint 

is given by: 

𝑝 =  ∏
(𝑛−2−∑ 𝑑𝑖

𝑗
𝑖=1 )

(𝑛−2)
𝑘
𝑖=2   Eq (1) 

To carry out the computation, it is necessary to take into account a total of (𝑛 − 2) nodes, with the source 

and destination nodes being excluded from the consideration. Let us suppose for the sake of this discussion that 

there exist k node-disjoint pathways between a particular source node, which will be marked by the letter "S," and a 

sink node, which will be designated by the letter "D." It is essential to make it clear that the letter "S" stands for the 

source node, and the letter "D" stands for the sink node. The notation 𝑖, 𝑗 may be used to denote each node along 

the 𝑖𝑡ℎ route, where 1 ≤  𝑖 ≤  𝑘, 1 ≤  𝑗 ≤  𝑑𝑖. This allows for each node to be uniquely identified. It is very 

important to keep in mind that the source and sink nodes are the ones responsible for determining the endpoints of 

all k pathways. 

The probability of a connection between nodes A and B in the ithpath route is represented by 𝛼1, while the 

probabilities of linkages < 𝐵, 𝐶 >, < 𝐵, 𝐹 >, and so on are represented by 𝛼2, 𝛼3 … . 𝛼𝑑𝑖, correspondingly, up to <𝑑𝑖 −

1, 𝑑𝑖> are𝛼2, 𝛼3 … . 𝛼𝑑𝑖. Then, we may define the probability β as follows: β= 𝛼1, 𝛼2, 𝛼3…. 𝛼𝑑𝑖. This indicates the 

presence of linkages from ‘S’ to ‘D’ in the sequence < 𝐴, 𝐵, 𝐶 … . . 𝑑𝑖 >.This can be interpreted as: 

β =  𝛼𝑑𝑖 + 1  Eq (2) 

The probability, indicated by the symbol 𝑃𝑘, that there are k different pathways leading from node S to node 

D may be written as: 

𝑃𝑘 =  ∏ [1 − (1 −  β)]𝑘
𝑖=1   Eq (3) 

Complete node-disjoint multipath routing distinguishes out from other techniques due to its better 

resilience when compared to other approaches, making it an ideal choice for assuring the dependable transmission 

of data. The identification of node-disjoint multipath routes, which are those that do not share any nodes in 

common with other multipath routes, is hence one of the most essential parts of multipath routing. Therefore, 

determining all the possible non-intersecting pathways between a source and a destination has the potential to 

considerably improve the operational efficiency of a great deal of protocols. An easy method is used by several on-

demand multipath routing protocols for the purpose of multipath discovery. When using this technique, the source 

node will start the process of requesting a route anytime it wants to send data, and the destination node will reply to 

each route request it receives, regardless of whether it came from the same source as the first request. The process 

of establishing several paths for the source node may be made more straightforward by using this strategy. 

However, there are several different situations in which the multipath discovery process might fail, which will result 

in the identification of a smaller number of paths than are really accessible. These kinds of failures occur rather 

often. 

A different method to multipath discovery is represented by the concept of source routing. This approach 

involves recording the addresses of routers in the route requests (RREQ) that are sent. This gives the destination 

node the ability to choose pathways based on the information provided and enables the detection of multipaths on 

demand. Although it would seem like an easy method for locating many pathways, using RREQ. It results, a 

considerable increase in both overhead and the amount of responsibility associated with routing. The inclusion of 

node addresses in packets causes an increase in the size of the packets with each iteration, which presents issues for 

mobile devices given the level of development they are now in. An efficient approach for picking multipaths based 

on a node grade factor path selection strategy is presented by the authors of this study as part of the research that 

they conducted. 
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NGFMR protocol 

An overview of the NGFMR protocol is presented in this section. The NGFMR protocol utilizes a node 

disjoint path selection technique, in addition to its route selection and maintenance strategy. This topic is touched 

on lightly during the talk as well. The process of route selection comprises QoS variables such as Distance to SINK, 

spectrum availability, communication cost, and node latency, all are computed using the node grading function. 

This is done to minimize interference among the different pathways. 

The NGFMR protocol's principal purpose is to ascertain the greatest number of possible paths that may be 

taken from a given source to a specified location to fulfill its responsibilities. Both the edges that are connected to 

the source node and the edges that are linked to the destination node have a significant role in determining the total 

number of multipaths that are accessible between the source and the destination. It is not possible to be a greater 

number of node-disjoint multipaths than edges in the network that are linked to both source and destination nodes. 

Route discovery 

During the phase known as "route discovery," the job of finding various node-disjoint pathways that are not bound 

by joint limits is one of the tasks that must be completed. To avoid interference between the nodes, the route 

selection procedure takes into account QoS criteria such as the distance to the SINK, the availability of spectrum, 

the cost of transmission, and the node latency. 

NGF algorithm 

The relay node selection is based on NGF – Node grade factor algorithm. Each node is assigned with a rank 

by estimating the selection parameters. The proposed NGF algorithm considers Distance to SINK, spectrum 

availability, communication cost, and node delay for efficient relay selection. The total functionality of Node grade 

factor with respective node level is given as: 

𝑁𝐺𝐹𝑛 = 𝛼1  × [𝐷𝑖𝑠𝑡𝑛2𝑠𝑖𝑛𝑘] +  𝛼2  ×  𝑆𝑃𝐸𝐶 𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒 + 𝛼3  × 𝐶𝑜𝑚𝐶𝑂𝑆𝑇 + 𝛼4  × 𝑁𝐷  Eq (4) 

Here, 𝐷𝑖𝑠𝑡𝑛2𝑠𝑖𝑛𝑘denotes the distance to sink, 𝑆𝑃𝐸𝐶 𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒is the available spectrum, 𝐶𝑜𝑚𝐶𝑂𝑆𝑇is the 

communication cost and 𝑁𝐷 denotes delay of the node and 𝛼 is the weight coefficient between 0 to 1.  

The selection parameters are explained follows: 

Node distance to SINK (𝑫𝒊𝒔𝒕𝒏𝟐𝒔𝒊𝒏𝒌): The factor of distance determines how much power a node has to 

expend while it is engaged in communication. A decrease in the distance between a node and the SINK leads to a 

reduction in the amount of energy that the node needs to consume. Therefore, routing techniques utilize this 

parameter to guarantee that the average distance between sensor nodes and the SINK is kept to a minimum as 

much as possible to maximize efficiency. One possible way to communicate this idea is given below: 

𝐷𝑛2𝐶𝐻 =  ∑ (
𝐷(𝑁−𝑆𝐼𝑁𝐾)

𝐷𝐴𝑉𝐺(𝑁−𝑆𝐼𝑁𝐾)
)𝑁

𝑖=1   Eq (5) 

Where 𝐷(𝑁−𝑆𝐼𝑁𝐾) is the notation used to indicate the Euclidean distance between the node and the SINK, and 

𝐷𝐴𝑉𝐺(𝑁−𝑆𝐼𝑁𝐾) is the notation used to represent the average distance between the node and the SINK. 

Spectrum availability 𝑺𝑷𝑬𝑪 𝒂𝒗𝒂𝒊𝒍𝒂𝒃𝒍𝒆:Two of the criteria that influence the likelihood of a successful 

transmission are the amount of time that must be spent transmitting the data as well as the length of time that 

spectrum may be made available on the channel. One way to describe the spectrum that may be reached by moving 

from subunit i to its adjacent subunit j is given as: 

𝑆𝑃𝐸𝐶𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒 =
𝑝𝑘𝑡𝑠𝑖𝑧𝑒

𝑣𝑘×𝑟𝑘
  Eq (6) 

In this scenario, the packet size is indicated by the notation 𝑝𝑘𝑡𝑠𝑖𝑧𝑒, where 𝑣𝑘 is the transmission rate over 

channel 𝑘 and  𝑟𝑘 is the rate of channel k. The rate of channel k is expressed by the notation  𝑟𝑘. 

Communication cost 𝑪𝒐𝒎𝑪𝑶𝑺𝑻: The expenditures spent by a node while engaging in communication 

with its neighbor or the charges necessary for the node to communicate with its peers are referred to as its 
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"communication cost," and they are represented by the term "communication cost." This idea may be explained in 

more detail as follows Eq (7): 

𝐶𝑜𝑚𝑐𝑜𝑠𝑡 =  
𝐷𝐼𝑆𝑎𝑣𝑔

𝑅
  Eq (7) 

𝑅 denotes the radius of the node, whereas 𝐷𝐼𝑆𝑎𝑣𝑔 indicates the average distance between the node and its 

neighbors. This can be summarized for all the nodes as follows Eq (8): 

𝑇𝐶 =  
1

𝑀
∗ ∑ 𝐶𝑜𝑚𝑐𝑜𝑠𝑡

𝑁
𝑖=1   Eq (8) 

Node delay (𝑵𝑫): It is very necessary to measure the delay between the source node and the destination 

node in order to correctly calculate the route delay. This measurement takes into consideration a number of 

different delays, such as those caused by transmission, processing, queuing, and propagation. 

𝑁𝐷𝐸𝐿𝐴𝑌𝑖,𝑗 =  ∑ ((
1

𝛼1− 𝛼2
) + 

1

𝐵𝑊𝑙𝑖𝑛𝑘
+ 

𝐷(𝑖,𝑗)

𝑃𝑟𝑜𝑆𝑃𝐸𝐸𝐷
)𝑖,𝑗   Eq (9) 

The equation (9) contains the constants 𝛼1& 𝛼2, as well as the bandwidth of the connection (𝐵𝑊𝑙𝑖𝑛𝑘), the 

propagation speed (𝑃𝑟𝑜𝑆𝑃𝐸𝐸𝐷), and the distance between the nodes, which is given by the notation 𝐷 (𝑖, 𝑗). 

The NGF calculation is repeated for every node and the node which achieves the high value will be selected 

as relay nodes for communication. Figure 2 represent the disjoint path selection. 

 

Fig. 2. Disjoint path selection 

In Fig. 2, nodes S and D are source and destination nodes respectively. During route discovery phase, the 

NGF algorithm calculates the grade of all the nodes using NGF equation. Nodes A, E, ..., X have more grade value 

than the remaining nodes in the network. Which means, these nodes have more residual energy, easily accessible to 

the remaining nodes due to the less distance and better communication cost.  

Once the grade value has been determined, the source node will start the process of route discovery by 

broadcasting a route discovery message. This will take place once the grade value has been determined. After the 

source node has finished its assessment of the grade value, this will take place. When these messages are received 

by the nodes that are directly adjacent to the source (also known as one-hop nodes), a subset of these nodes that are 

known as reference nodes (Ref_NODES), attach their addresses to the message. These reference nodes may be 

distinguished from other nodes by the prefix "Ref". After then, the role of these reference nodes, which are also 

referred to as Ref_NODES, changes to that of secondary source nodes. The intermediate nodes all make use of the 

message's source address in combination with a sequence number to differentiate between messages that are 

otherwise similar. This is done to prevent messages from being sent more than once. At the beginning of the 

procedure, the sequence number is allotted at the source node, and it is raised by one whenever the source node 

submits a route request. 

After then, the destination node will proceed to send a broadcast of reply to messages to each and every one 

of the reference nodes. Each reply message creates a single route to each reference node, which the source node 

may then utilize to establish a variety of different paths by leveraging these routes. If there are more edges at the 

source node than there are at the destination node, then the number of multipaths will be equal to the number of 
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edges at the destination node. If the opposite is true, then the number of multipaths will be equal to the number of 

edges at the source node. When intermediate nodes are presented with circumstances in which they are in receipt 

of a large number of replies to messages, these messages are just discarded. 

Data transmission phase 

Finding the path that has the greatest grade value among the many possible node-disjoint paths that go 

from the source to the destination is the key to establishing which of these routes should be considered the primary 

route. A comparison of grade values for each node that is part of the prospective routing paths must be done in 

order to determine which route will serve as the principal one. Each node along the road determines its own value 

by computing it based on a variety of parameters. These qualities might include things like the distance between 

them, the cost of transmission, the availability of spectrum, and the node's own delay. A higher node value is a 

signal that the node is well-equipped to handle data traffic, maybe because of having more residual energy and 

spectrum accessibility. This might be the case if the node has a higher node value. This conclusion may be drawn 

because of the high node value of the node. 

Let's say that the 𝐽𝑡ℎ node along the 𝑃 route has the greatest node cost of all the nodes along that route 

when compared to the other nodes along the same route. In such a scenario, the grade value that is allocated to 

route 𝑃 becomes equivalent with the grade value that is associated with the 𝐽𝑡ℎ node. In a similar fashion, all grade 

values for 𝑃 =  1, 2, . . . , 𝑘are taken into consideration, and the main route is chosen based on having the highest-

grade value possible. This major route, in its most fundamental form, functions as the way that can accommodate 

the most substantial data flow and stands out as the alternative that is the most dependable among the node-

disjoint routes. The idea may be expressed in the following Eq (10): 

𝑃𝑟𝑖𝑚𝑎𝑡𝑦𝑃𝐴𝑇𝐻 = 𝑚𝑎𝑥{𝑁𝐺𝐹𝑖𝑤ℎ𝑒𝑟𝑒𝑖 ∊ 𝑃} Eq (10) 

Path maintenance 

After the route discovery phase has been successfully finished, the source node will go on to the next 

stage, which is starting the transmission of data traffic across the established network routes. This step will be taken 

after the route discovery phase has been properly completed. Over the course of time, it is possible that the energy 

reserves of the nodes may run out, or that there will be interruptions in the forwarding connections. Both outcomes 

are possible. Both possibilities are a real possibility. After all the energy reserves in a node have been used up, the 

node is referred to as a "dead node," and the route that it was linked to be severed. Because of this, any data traffic 

that was intended to go across this broken channel does not make it to the sink node, and the source node is not 

informed of this occurrence. As a direct result of this, the source node maintains its data transmission, which has a 

detrimental effect on the overall performance. 

In these kinds of circumstances, a route alert packet is sent in the other way, in the direction of the node 

that was the source of the traffic in the first place. After then, as soon as the source node is aware that the warning 

packet has been received, it will continue to delete the whole route. After then, the data is redirected via a different 

active channel in accordance with the currently greatest grade value that is accessible. Figure 3 represents the 

flowchart of proposed method. 
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Fig. 3. Flowchart of the proposed framework 
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simulation is performed across multiple network regions. The three initial energy levels considered are 10 j, 50 j, 

and 100 j. The performance evaluation of the proposed method is based on the measurement outcomes of several 

metrics, which include energy consumption, end-to-end latency, routing overhead, and packet delivery ratio. The 

simulation's parameters are given in Table 1. 

Table 1. Simulation parameters 

S. No. Parameter Value 

1. Area of Network 1000mx500m,1000mx1000m, 2000mx1000 m 

2. Size of packet 1024 bytes 

3. Traffic Protocol CBR 

4. Data Transmission Protocol UDP 

5. Initial Energy of Node 10j, 50j, 100j 

 

In the context of sensor networks, energy is a resource that is both essential and limited in its availability. 

Because of this, there is an urgent need to optimize the distribution of energy consumption among sensor nodes in 

order to improve total energy efficiency. The wasteful use of energy, which mostly results from incorrect data 

aggregation and relay selection, is the primary contributor to the unjustified depletion of this invaluable resource. 

The solution that has been suggested includes the implementation of a process for choosing relays that are both 

trustworthy and efficient, which results in a large decrease in the amount of energy that is used. The suggested 

method was put through rigorous testing and assessment across a variety of natural situations, which resulted in 

convincing findings that reveal a significant reduction in energy consumption in comparison to the ways that are 

presently being used. The suggested technique demonstrates the greatest energy consumption of 1.71 j across a 

variety of energy levels, which stands in striking contrast to the significantly raised energy consumption levels that 

are found in other methods that are currently in use. Figure 4represents the comparison of proposed method with 

existing methods by varying initial energy vs energy consumption. Figure 5 shows the comparison of network area 

vs energy consumption among proposed one with existing methods. 

 

Fig. 4. Initial Energy vs Energy consumption 
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Fig. 5. Network Area vs Energy consumption 

Tables2 and 3 presents the specific findings that apply to the consumption of energy, categorizing them 

according to the different network regions and beginning energy levels. 

Table 2. Initial Energy vs Energy Consumption 

Initial 

Energy 

(Joules) 

Energy Consumption(J) 

SACR DEDC RMAC-M EPNCS K-SACB EAQ-AODV Propose

d 

10 2.49 1.79 1.81 1.75 1.81 1.75 1.32 

50 3.52 1.98 2.02 1.99 2.05 1.80 1.48 

100  4.29  2.36  2.21  2.23  2.19  2.06  1.71 

 

Table 3. Network Area vs Energy consumption 

 

Network 

Area(m2) 

Energy Consumption(J) 

SACR DEDC RMAC-M EPNCS K-SACB EAQ-AODV PROPOSED 

1000x500 4.56 4.01 3.89 3.61 3.25 3.10 2.86 

1000x1000  4.89  4.32  4.11  3.98  3.49  3.33 2.99 

2000x1000  5.58  4.89  4.24  4.02  3.83  3.52 3.15 

 

The end-to-end delay is of critical significance in wireless networks because it denotes the amount of time that 

elapses between the production of a data packet and its arrival at the location specified in the packet's address. 

When it comes to the effective management of end-to-end latency, the choice of relay nodes emerges as a critical 

determining factor. In the situations that have been discussed, the efficient aggregation of data across numerous 

node-disjoint multipath relay nodes plays an essential part in substantially reducing end-to-end latency. The 

multiple node-disjoint multipath relay nodes are the ones responsible for playing this essential function. The 

results of the experiments indicated that the suggested technique resulted in a time delay of no more than 0.015ms 

on average across all the different energy levels that were evaluated. In sharp contrast to the longest delay of 0.58 

milliseconds that was measured using the SACR technique, this data reveals an unexpectedly short latency. Figure 6 

shows the initial energy vs delay performance evaluation while comparing proposed with existing methods. Figure 7 

represent the network area vs delay performance. 
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Fig. 6. Initial Energy vs Delay 

 

Fig. 7. Network Area vs Delay 

Tables 4 and 5 offers a complete summary of the findings of the experiments. 

 

Table 4. Initial Energy vs Delay 
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10 0.059 0.048 0.041 0.030 0.041 0.030 0.014 

50 0.063 0.052 0.046 0.031 0.046 0.032 0.016 

100  0.058  0.051  0.048  0.031  0.043  0.035  0.015 
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Table 5. Network Area vs Delay 

Network 

Area(m2) 

End-to-End Delay(ms) 

SACR DEDC RMAC-M EPNCS K-SACB EAQ-AODV Propose

d 

1000x500 0.651 0.589 0.513 0.498 0.454 0.433 0.365 

1000x1000  0.784  0.632  0.588  0.532  0.488  0.456  0.386 

2000x1000  0.947  0.798  0.697  0.580  0.532  0.483  0.399 

The outcomes of the simulation of the network's overhead, which were covered in the section before this 

one, have now been shown. The term overhead refers to the number of control packets that are sent over the whole 

of the network to enable the operational activities of the network. The suggested technique revealed an estimated 

overhead rate of roughly 1.2% across a variety of network circumstances, while the methods that were examined 

had greater overhead rates across the board. The employment of appropriate node-disjoint relay nodes helps to a 

decrease in the number of route interruptions and lowers the possibility of the need for data to be retransmitted. As 

a direct consequence of this, the proposed technique can successfully keep overhead costs at a minimal level. Figure 

8 shows the initial energy vs overhead and Figure 9 shows network vs overhead by comparing the proposed one 

with existing methods. 

 

Fig. 8. Initial Energy vs overhead 

 

Fig. 9. Network Area vs overhead 

0

0.5

1

1.5

2

2.5

3

10 50 100

O
v
er

h
ea

d
 (

%
)

Total Energy (j)

Initial Energy vs Overhead

SACR

DEDC

RMAC-M

EPNCS

K-SACB

EAQ-AODV

PROPOSED

0

1

2

3

4

5

6

7

8

9

1000 x 500 1000 x 1000 2000 x 1000

O
v
er

h
ea

d
 (

%
)

Network area

Network area vs Overhead

SACR

DEDC

RMAC-M

EPNCS

K-SACB

EAQ-AODV

PROPOSED



124  
 

J INFORM SYSTEMS ENG, 10(20s) 

Tables 6 and 7are shown for comparison of proposed work with existing methods by varying network area 

and initial energy vs overhead. 

Table 6. Initial Energy vs Overhead 

Initial 

Energy 

(Joules) 

Overhead (%) 

SACR DEDC RMAC-M EPNCS K-SACB EAQ-AODV PROPOSED 

10 2.61 1.56 1.88 1.52 1.88 1.56 1.37 

50 2.65 1.60 1.96 1.86 1.93 1.59 1.39 

100  2.62  1.59  1.93  2.01  1.90  2.02  1.48 

 

Table 7. Network Area vs overhead 

Network 

Area(m2) 

Overhead (%) 

SACR DEDC RMAC-M EPNCS K-SACB EAQ-AODV Proposed 

1000x500 7.59 7.014 6.56 5.63 5.06 4.83 3.38 

1000x1000  7.75  7.32  7.83  5.57  5.98  5.16  4.49 

2000x1000  7.93  7.45  7.01  6.50  5.96  5.38  4.80 

 

The simulation results for throughput are displayed in the picture that has been supplied here. These 

findings compare the methodology that has been suggested to alternative ways. A crucial indicator for efficient data 

transmission is throughput, which refers to the volume of data that is transported from one sensor node to another. 

The data given in Table 8 provides conclusive proof that the suggested approach can achieve a much greater 

throughput rate when compared to methods that are already in use. Throughout all the studies, the suggested 

approach consistently maintained a throughput rate of up to 350 kbps, while the current methods demonstrated 

lower throughput rates regardless of the parameters of the network they were tested on. Figure 10 shows the initial 

energy vs throughput and Figure 11 shows network area vs throughput by comparing proposed one with existing 

methods. 

 

Fig. 10. Initial Energy vs Throughput 
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Fig. 11. Network Area vs Throughput 

A comprehensive overview of the findings of the experiment can be found in Tables 8 and 9 by varying 

initial energy and network area with throughput. 

Table 8. Initial energy vs Throughput 

Initial 

Energy 

(Joules

) 

Throughput (kbps) 

SACR DEDC RMAC-M EPNC

S 

K-SACB EAQ-AODV Propose

d 

10 241 285 245 289 225 309 356 

50 244 288 248 281 230 311 364 

100  242  281  241  283  228  316  360 

 

Table 9. Network Area vs Throughput 

Network 

Area(m2) 

Throughput (kbps) 

SACR DEDC RMAC-M EPNC

S 

K-SACB EAQ-AODV Propose

d 

1000x500 453 488 501 522 540 559 580 

1000x1000  450  483  503  510  533  548  584 

2000x1000  458  481  499  519  549  556  582 

 

V. Conclusion 

Current routing algorithms often lack resilience, energy efficiency, and high throughput because they 

prioritize one aspect while compromising others. This occurs because these algorithms focus on a single facet. For 

example, many routing protocols concentrate on selecting efficient routes to prolong the network's lifespan. 

However, this approach can lead to early node depletion due to excessive energy consumption. In contrast, 

multipath routing strategies distribute traffic across multiple routes instead of relying on a single optimal path. This 

can extend the longevity of wireless sensor networks or nodes. 

This research article presents an energy-efficient multipath routing protocol that makes use of Node Grade 

Factor (NGF) to guarantee that nodes are routed in a manner that is distinct from one another. This research work 

served as the impetus for the development of the procedure. The suggested protocol considers a variety of QoS 
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parameters in order to reduce the amount of route interference that occurs between nodes and to improve the 

network's overall quality of service. These metrics consider things like the distance to the sink, the availability of 

spectrum, the cost of connectivity, and the latency of the nodes. In addition, the protocol allows for load sharing to 

occur over many routes, which helps to further improve the QoS provided by the network. The findings of the 

simulations show that the NGFMR protocol, in the configuration that was recommended, outperforms traditional 

protocols in terms of network throughput, packet delivery ratio, energy efficiency, and end-to-end latency. 
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