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Customer retention and churn prediction are critical in business analytics, requiring advanced 

methodologies to understand and predict customer behavior. This study presents an integrative 

framework that combines sentiment analysis and customer segmentation to address these 

challenges. A sentiment prediction model, trained on Amazon customer reviews, classifies 

sentiments as Positive or Negative, providing insights into customer perspectives. A 

segmentation model then categorizes customers into five loyalty groups—Champions, Loyalists, 

Potential Loyalists, At-Risk, and Detractors—based on demographic and behavioral data. The 

framework dynamically integrates new customer data, updating loyalty labels through sentiment 

analysis to identify potential churners. By blending sentiment-driven insights with segmentation 

dynamics, this approach offers a scalable and adaptive methodology for churn prediction. This 

research contributes to the literature on customer analytics, providing a practical tool for 

enhancing customer retention strategies [1-3]. 
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Introduction 

Customer retention has become a pivotal focus in modern business strategies, as retaining existing customers is 

significantly more cost-effective than acquiring new ones. In an increasingly competitive market landscape, 

understanding customer behavior and predicting potential churn—where customers terminate their association with 

a product or service—are critical for ensuring long-term profitability. Businesses that can identify churners early are 

better equipped to implement proactive measures, fostering loyalty and reducing attrition rates [1, 2]. Traditional 

churn prediction methods have primarily relied on structured data, such as transactional histories, demographic 

details, and subscription information. While these approaches provide useful insights, they often fail to capture the 

nuanced behavioral patterns and emotional shifts that precede churn. With the rise of user-generated content, 

including product reviews, social media interactions, and feedback forms, sentiment analysis has emerged as a 

powerful technique to bridge this gap. Sentiment analysis leverages natural language processing (NLP) to classify 

customer sentiments, offering granular insights into their emotional states and evolving preferences [3-5]. 

To illustrate the workflow of the proposed approach, a flowchart of the framework is presented (Figure 1). This 

flowchart provides an overview of the sequential processes involved, from sentiment prediction to segmentation and 

churn identification. 
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Figure 1: Workflow of sentiment analysis, segmentation, and churn prediction 

This research introduces a novel framework that integrates sentiment analysis with customer segmentation, 

addressing the limitations of traditional churn prediction models. The methodology begins by developing a sentiment 

prediction model trained on a robust dataset of Amazon customer reviews. This model classifies reviews as Positive 

or Negative, serving as a foundation for understanding customer perspectives. The insights derived from this step 

are crucial for identifying dissatisfaction or praise, which often correlates with churn tendencies [6, 7]. The sentiment 

distribution of the training dataset is visualized to ensure balance and coverage (Figure 2). 

 

Figure 2: Sentiment distribution in the training dataset 

Next, a segmentation model is constructed using structured data enriched with customer attributes. Table 1 provides 

an overview of the data schema used in this process. The dataset includes demographic factors (e.g., age, gender, 

location), behavioral patterns (e.g., purchase frequency, product recommendations), and review sentiments. The 

segmentation model assigns customers to five distinct loyalty categories: Champions, Loyalists, Potential Loyalists, 

At-Risk, and Detractors. These labels represent varying degrees of engagement and loyalty, enabling businesses to 

tailor their retention strategies effectively [8, 9]. 
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Table 1: User dataset schema with attributes used for segmentation 

Attribute Description Type 

username Unique identifier for each customer Categorical 

brand Brand associated with the review Categorical 

categories Product category Categorical 

name Name of the product Categorical 

reviews_date Date when the review was posted Date 

purchased Whether the product was purchased (1: Yes, 0: No) Binary 

recommended Whether the user recommends the product (1: Yes, 0: No) Binary 

reviews_rating Product rating provided by the user (1 to 5 scale) Numerical 

reviews_text Text of the user’s review Text 

user_sentiment Sentiment of the review (Positive or Negative, determined by the sentiment 

model) 

Categorical 

age Age of the user Numerical 

gender Gender of the user (Male/Female) Categorical 

location Location of the user Categorical 

avg_rating Average rating provided by the user across reviews Numerical 

avg_sentiment Average sentiment score for the user Numerical 

review_count Total number of reviews written by the user Numerical 

 

The distribution of customers across these segments is shown in Figure 3. This segmentation forms the foundation 

for tracking customer behavior over time and identifying potential churners based on their transitions across loyalty 

categories. 

 

Figure 3: Distribution of customers by loyalty segments 

The final phase of the proposed pipeline involves processing new customer data, particularly review comments, 

through the sentiment prediction model. The predicted sentiments are integrated into the segmentation framework, 

dynamically updating loyalty labels and flagging customers at risk of churn. This process, depicted in Figure 4, 

enables businesses to respond proactively to behavioral shifts, thereby mitigating customer attrition. 
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Figure 4: Integration pipeline for new customer data into the segmentation framework 

This integrative approach is unique in its ability to combine textual sentiment insights with behavioral segmentation, 

offering a holistic view of customer dynamics. By linking sentiment-driven feedback with segmentation metrics, 

businesses can uncover actionable insights that drive customer-centric interventions. The methodology is designed 

to be scalable and adaptable across various industries, demonstrating its potential to transform customer retention 

strategies in retail, e-commerce, and beyond [10-12]. 

This paper contributes to the growing body of literature on sentiment analysis and behavioral segmentation, bridging 

theoretical advancements with practical applications. It provides a reproducible framework for churn prediction, 

paving the way for future research in data-driven customer analytics [13-15]. 

Literature Review 

The intersection of sentiment analysis and customer segmentation has been extensively studied in the literature, with 

applications ranging from marketing to churn prediction. This section reviews prior research on sentiment analysis, 

segmentation methodologies, and their integration into churn prediction models, providing the foundation for the 

proposed framework. 

Sentiment Analysis in Customer Behavior Studies 

Sentiment analysis, often referred to as opinion mining, has become a pivotal tool for understanding customer 

emotions and opinions from textual data. Early approaches relied on lexicon-based methods, using predefined 

dictionaries to classify sentiments [1, 2]. However, these methods often struggled with contextual nuances, leading 

to the adoption of machine learning techniques. Supervised models such as Naïve Bayes, Support Vector Machines, 

and Decision Trees have demonstrated improved accuracy in sentiment classification tasks [3, 4]. 

More recently, deep learning techniques, particularly those leveraging word embeddings like Word2Vec and GloVe, 

have revolutionized sentiment analysis. These models capture semantic relationships between words, enhancing 

their ability to understand context and sentiment polarity [5-7]. Studies leveraging pre-trained embeddings 

combined with LSTM and Bidirectional LSTM architectures have shown significant advancements in classifying 

customer reviews [8]. Figure 5 illustrates how deep learning methods enhance sentiment prediction accuracy 

compared to traditional approaches. 

 

Figure 5: Comparison of sentiment prediction accuracies across different methods 
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Customer Segmentation for Behavioral Insights 

Customer segmentation is a critical component of customer relationship management, enabling businesses to 

categorize customers into meaningful groups. Traditional segmentation methods have relied on demographic data, 

such as age, income, and location, or transactional data, such as purchase frequency and monetary value [9, 10]. 

Frameworks like RFM (Recency, Frequency, Monetary) analysis have been widely adopted in segmentation models 

[11]. Recent advances have introduced data-driven clustering techniques, such as K-Means, DBSCAN, and 

hierarchical clustering, to segment customers based on behavioral patterns [12, 13]. Studies integrating sentiment 

scores into segmentation models have demonstrated improved predictive power in understanding customer loyalty 

and attrition [14]. Table 2 summarizes notable segmentation frameworks used in recent research. 

Table 2: Summary of segmentation frameworks in customer analytics 

Framework Methodology Features Used Application Limitations 

Demographic 

Segmentation 

Age, gender, location-

based clustering 

Demographic 

attributes 

Basic market 

segmentation 

Limited behavioral 

insights 

Behavioral 

Segmentation 

Purchase frequency 

and recency 

Transactional and 

activity metrics 

Personalized 

marketing 

Does not incorporate 

customer sentiment 

Sentiment-

Driven 

Segmentation 

Sentiment analysis 

using text reviews 

Review sentiment 

scores, purchase 

history 

Enhanced 

customer 

understanding 

Requires high-

quality text data 

Hybrid 

Segmentation 

Combination of 

behavioral and 

demographic 

clustering 

Demographic and 

transactional data 

Comprehensive 

customer profiles 

Computationally 

expensive 

Dynamic 

Segmentation 

Real-time updates 

based on new data 

Behavioral 

metrics, sentiment 

trends 

Predicting churn 

and retention 

Scalability in large 

datasets 

 

Integrating Sentiment Analysis and Segmentation for Churn Prediction 

The combination of sentiment analysis and segmentation has shown promising results in predicting customer churn. 

By incorporating sentiment scores into segmentation models, researchers have been able to capture both emotional 

and behavioral dimensions of customer loyalty [15, 16]. For example, hybrid models integrating sentiment analysis 

with RFM-based segmentation have achieved higher churn prediction accuracy compared to standalone models [17]. 

Dynamic segmentation frameworks, which update customer profiles based on new data, have further improved the 

predictive accuracy of churn models. These frameworks utilize machine learning pipelines to integrate new customer 

data, including review sentiments, transactional patterns, and demographic shifts, into existing segmentation models 

[18]. Figure 6 depicts the flow of integrating sentiment-driven insights into segmentation frameworks. 
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Figure 6: Dynamic segmentation framework incorporating sentiment insights 

Applications and Challenges 

Applications of integrated sentiment and segmentation models span industries, including retail, e-commerce, 

telecommunications, and banking. These models have been instrumental in identifying at-risk customers, improving 

targeted marketing strategies, and enhancing overall customer experience [19-21]. However, challenges such as 

imbalanced datasets, model interpretability, and scalability remain prevalent. Studies have proposed solutions like 

oversampling techniques, explainable AI (XAI) frameworks, and cloud-based deployment strategies to address these 

challenges [22, 23]. 

Methodology 

This study employs a comprehensive methodology that integrates sentiment analysis and customer segmentation 

into a dynamic framework for predicting customer churn. The process unfolds in three distinct but interconnected 

phases: the development of a sentiment prediction model, the construction of a segmentation model, and the 

integration of new customer data for real-time updates. Mathematical equations and diagrams are incorporated to 

clarify the technical components and enhance the narrative. 

Sentiment Prediction Model Development 

The journey begins with the sentiment prediction model, a critical foundation for the framework. This model is 

designed to interpret customer reviews and classify them into Positive or Negative sentiments, providing valuable 

insight into customer satisfaction and dissatisfaction. 

The Amazon review dataset, known for its extensive textual content and associated ratings, serves as the backbone 

for this phase. Each review, undergoes meticulous preprocessing. The text is cleaned to remove HTML tags, non-

alphanumeric characters, and irrelevant spaces. Tokenization splits each review into its constituent words, while 

stopwords such as “the” and “is” are removed to retain meaningful content. Stemming and lemmatization further 

normalize these words, ensuring consistency across the dataset. 

To assign sentiments, a simple yet effective rule is applied. Reviews with ratings greater than three are labeled 

Positive (𝑦𝑖 = 1𝑦_𝑖 =  1), while those with ratings of three or less are labeled Negative (𝑦𝑖 = 0𝑦_𝑖 =  0). This 

transformation creates a binary classification problem, where the sentiment prediction model is tasked with learning 

this distinction. 

The model itself is built on a Bidirectional Long Short-Term Memory (Bi-LSTM) network. This architecture is ideal 

for text data, as it captures contextual relationships from both past and future words in a sequence. Each word in a 

review is converted into a dense vector representation using pre-trained Word2Vec embeddings, denoted as 𝑒(𝑤𝑗). 
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These embeddings allow the model to understand semantic relationships between words, such as “excellent” and 

“great.” 

 

Figure 7: Architecture of the sentiment prediction model 

The Bi-LSTM processes these embeddings bidirectionally, producing a context-aware representation of each word: 

ℎ𝑡 = [ℎ𝑡𝑓𝑜𝑟𝑤𝑎𝑟𝑑; ℎ𝑡𝑏𝑎𝑐𝑘𝑤𝑎𝑟𝑑] 

where htforward captures information from the start of the sequence to the current word, and htbackward captures 

information from the end of the sequence to the current word. The final output is passed through a dense layer with 

a sigmoid activation function: 

𝑦^𝑖 = 𝜎(𝑊 ⋅ ℎ + 𝑏) 

The model is trained to minimize binary cross-entropy loss, ensuring accurate classification of sentiments: 

𝐿 = −𝑛1𝑖 = 1∑𝑛[𝑦𝑖𝑙𝑜𝑔(𝑦^𝑖) + (1 − 𝑦𝑖)𝑙𝑜𝑔(1 − 𝑦^𝑖)] 

During training, 80% of the data is used for model learning, while the remaining 20% is reserved for validation. The 

evaluation results, summarized in Table 3, demonstrate high accuracy and reliable performance across all metrics. 

Table 3: Sentiment model evaluation metrics 

Metric Definition Value 

Accuracy (Train) Proportion of correctly predicted labels on the training data. 95.47% 

Accuracy (Test) Proportion of correctly predicted labels on the test data. 96.09% 

Loss (Train) Binary cross-entropy loss on the training data. 0.1209 

Loss (Test) Binary cross-entropy loss on the test data. 0.1090 
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Observations: 

• High Accuracy: The model achieves excellent accuracy on both training and test datasets, indicating strong 

generalization. 

• Low Loss: The progressively decreasing loss values signify effective learning during training. 

Customer Segmentation Model Construction 

The second phase involves constructing a segmentation model that groups customers into loyalty categories based 

on their behavior and demographics. This model serves as a crucial tool for understanding customer dynamics and 

identifying churn tendencies. 

The dataset for segmentation includes both raw attributes, such as age, gender, and location, and derived metrics, 

such as average sentiment score and total reviews. These features, represented as vectors Fi\mathbf{F}_i for each 

customer ii, are standardized to ensure consistency across the variables. 

The segmentation process employs the K-Means clustering algorithm, a robust technique for partitioning data into 

meaningful groups. The algorithm aims to minimize intra-cluster variance, as described by the following objective 

function: 

𝐽 = 𝑘 = 1∑𝐾𝑖 ∈ 𝐶𝑘∑ ∣∣ 𝐹𝑖 − 𝜇𝑘 ∣∣ 2  

where Ck denotes cluster k and μk is the centroid of that cluster. After analyzing the variance across different cluster 

counts, five clusters are chosen as the optimal number, validated by the elbow method. 

Each cluster is assigned a loyalty label: 

• Champions: Highly engaged and consistently positive. 

• Loyalists: Steady but moderate engagement. 

• Potential Loyalists: Emerging engagement with room for growth. 

• At-Risk: Declining behavior with neutral sentiment. 

• Detractors: Minimal engagement and negative sentiment. 

The resulting segmentation distribution is visualized in Figure 8, providing insights into the behavioral makeup of 

the customer base. 

 

Figure 8: Distribution of customers across loyalty segments 
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Integration of New Customer Data 

The final phase introduces new customer data into the segmentation framework, dynamically updating customer 

profiles and ensuring the framework adapts to evolving behaviors. 

New reviews, Rnew, are processed using the sentiment prediction model. After being preprocessed and vectorized, 

these reviews are classified as Positive or Negative. For each customer, updated metrics Finew are computed by 

aggregating their existing data with new sentiment predictions: 

𝐹𝑖𝑛𝑒𝑤 = 𝐴𝑔𝑔𝑟𝑒𝑔𝑎𝑡𝑒(𝐹𝑖, 𝑅𝑛𝑒𝑤) 

Results 

This section presents the outcomes of the proposed methodology, highlighting the performance of the sentiment 

prediction model, the effectiveness of the segmentation model, and the impact of integrating new customer data. The 

results are substantiated through quantitative metrics, visualizations, and interpretations. 

Sentiment Prediction Model Performance 

The sentiment prediction model exhibited exceptional performance, effectively classifying customer reviews as 

Positive or Negative sentiments. Utilizing a Bi-LSTM architecture enhanced by pre-trained Word2Vec embeddings, 

the model achieved the following key metrics on the validation dataset: 

• Accuracy: The model reached an accuracy of 96.09%, reflecting its reliability in correctly classifying the majority 

of reviews. 

• Loss: The binary cross-entropy loss on the test dataset was 0.1090, showcasing the model's precision in 

minimizing errors. 

Customer Segmentation Results 

The segmentation model successfully categorized customers into five distinct loyalty groups based on their behaviors 

and sentiments. The distribution of customers across these segments is visualized in Figure 9, revealing the 

following insights: 

• Champions (20%): This group exhibited consistently high engagement and Positive sentiments. 

• Loyalists (25%): Regular but moderate levels of engagement characterized this segment. 

• Potential Loyalists (18%): Customers with growing loyalty but lower engagement. 

• At-Risk (22%): These customers showed declining engagement and mixed sentiments. 

• Detractors (15%): Minimal engagement and Negative sentiments marked this group. 

Integration of New Customer Data 

To evaluate the integration process, new customer data was introduced into the segmentation framework. Sentiment 

predictions were generated for the new reviews, and customer profiles were updated accordingly. The dynamic 

segmentation process highlighted several key outcomes: 

• Transitions Between Segments: A significant number of customers transitioned from Loyalists to At-Risk 

due to declining sentiment scores, emphasizing the model's capability to identify potential churners. 

• Flagging At-Risk Customers: Customers flagged as At-Risk or Detractors were identified as churn 

candidates, allowing for targeted retention strategies. 

The dynamic update process is visualized in Figure 9, showcasing customer transitions across segments before and 

after integration. 
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Figure 9: Change of segmentation of users 

Discussion of Results 

The results underscore the effectiveness of integrating sentiment analysis with segmentation for churn prediction: 

High-Performance Sentiment Prediction: The Bi-LSTM model, combined with Word2Vec embeddings, 

excelled in classifying sentiments, providing a strong foundation for the subsequent segmentation phase. 

Actionable Insights from Segmentation: The segmentation model effectively categorized customers into loyalty 

groups, offering a granular understanding of customer behavior. 

Dynamic Adaptability: The integration of new customer data demonstrated the framework's ability to adapt to 

evolving behaviors, dynamically updating loyalty labels and identifying churn risks. 

Significance of Sentiment-Driven Segmentation 

The use of sentiment analysis as a foundational component in customer segmentation provides a more nuanced 

understanding of customer behavior. Unlike traditional segmentation methods that rely heavily on transactional and 

demographic data, the integration of sentiment scores enables the model to capture emotional drivers behind 

customer actions. This integration offers the following advantages: 

• Enhanced Predictive Power: By incorporating sentiments, the segmentation model can better distinguish 

between loyal customers and those at risk of churn, as evidenced by the accurate identification of At-Risk and 

Detractor segments. 

• Dynamic Adaptability: The ability to process new customer reviews and dynamically update segmentation 

labels ensures the framework adapts in real time, addressing evolving customer behaviors. 

For example, customers who transitioned from Loyalists to At-Risk segments often exhibited declining sentiment 

scores in their latest reviews. This finding underscores the importance of tracking sentiment trends to preempt churn. 

Insights from Segmentation Results 

The segmentation model effectively categorized customers into five loyalty groups, providing actionable insights:  

• Champions and Loyalists: These groups represented customers with consistent engagement and positive 

sentiments. Retention strategies for these segments should focus on reward programs to sustain loyalty. 

• Potential Loyalists: Customers in this group displayed emerging engagement but lacked consistency. 

Nurturing these customers through personalized offers could convert them into Loyalists. 

• At-Risk and Detractors: These segments, marked by declining engagement and negative sentiments, require 

immediate attention. The flagged churn candidates from these groups align with business-critical intervention 

strategies. 
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The insights from segmentation reaffirm the value of combining behavioral and sentiment metrics, allowing 

businesses to prioritize efforts based on customer loyalty tiers. 

Robustness of the Sentiment Model 

The sentiment prediction model, built on a Bidirectional LSTM architecture, showcased strong classification 

capabilities. The high AUC score of 0.93 reflects its ability to distinguish between Positive and Negative sentiments 

with minimal overlap. This robustness is attributable to the use of pre-trained Word2Vec embeddings, which capture 

nuanced word relationships, and the Bi-LSTM structure, which processes context bidirectionally. 

However, certain challenges remain. For instance: 

• Ambiguity in Neutral Sentiments: Reviews with mixed or neutral sentiments posed classification 

difficulties. Incorporating a third class for neutral sentiments in future iterations could improve granularity. 

• Domain Adaptability: While the model performed well on Amazon reviews, extending it to domains such as 

healthcare or finance may require re-training on domain-specific datasets. 

Dynamic Updates and Churn Prediction 

The integration of new customer data showcased the framework’s adaptability. By dynamically updating 

segmentation labels, the model effectively tracked shifts in customer behavior. For example, customers who were 

initially classified as Loyalists but later transitioned to At-Risk segments exhibited the following patterns: 

1. A drop in average sentiment scores over recent interactions. 

2. Reduced frequency of product purchases or recommendations. 

3. Negative feedback in the latest reviews. 

The ability to highlight these shifts offers businesses a competitive advantage, allowing them to implement timely 

retention strategies. 

However, challenges such as data imbalance and computational overhead in large-scale updates warrant attention. 

Techniques such as SMOTE (Synthetic Minority Oversampling Technique) and cloud-based deployments could 

address these challenges. 

Limitations 

Despite its strengths, the proposed methodology has certain limitations: 

• Dependence on Historical Data: The segmentation model heavily relies on historical customer data, which 

may not fully capture sudden shifts in behavior due to external factors like market trends or competitor actions. 

• Interpretability: While the segmentation model provides actionable insights, the clustering process (e.g., K-

Means) lacks inherent interpretability, making it challenging to justify certain customer groupings. 

• Scalability: As the volume of customer data grows, computational scalability may become a bottleneck for real-

time segmentation updates. 

Addressing these limitations could further enhance the model’s robustness and applicability across domains. 

Implications for Industry 

The proposed framework has wide-ranging implications for industries such as retail, e-commerce, and 

telecommunications: 

• Proactive Churn Management: Businesses can leverage the segmentation model to identify and address 

potential churners before they disengage. 

• Personalized Marketing: By understanding customer sentiment and loyalty dynamics, organizations can 

craft targeted campaigns to foster stronger relationships. 
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• Customer Experience Optimization: The framework allows businesses to monitor and adapt to changing 

customer behaviors, ensuring a better overall experience. 

Conclusion 

This research presents a robust framework integrating sentiment analysis and customer segmentation to predict 

customer churn. By leveraging a Bidirectional LSTM-based sentiment model and a segmentation approach grounded 

in behavioral data, the framework effectively identifies churn-prone customers and adapts dynamically to new data. 

The sentiment model achieved high accuracy and AUC scores, demonstrating its reliability in classifying customer 

reviews. The segmentation model offered actionable insights by categorizing customers into loyalty groups, enabling 

proactive churn management. Dynamic updates ensured the framework’s adaptability to evolving customer 

behaviors, making it a valuable tool for real-time decision-making. 

Despite its effectiveness, challenges such as scalability and domain-specific customization remain. Addressing these 

in future work can enhance the framework’s applicability and impact. This study provides a strong foundation for 

customer retention strategies and future advancements in predictive customer analytics. 
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