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ARTICLE INFO ABSTRACT

Received: 01 Dec 2024  The network and digital devices consumers are increasing rapidly, simultaneously the

inevitability of its security and intruder detection. An intelligent intrusion detection system is

needed to detect novel vulnerable attacks. The existing system practices the NS KDD, KDD

Accepted: 05 Feb 2025  Cup99, UNSW-NB15, and CICIDS2017 datasets that have old network traffic. The latest captured
dataset UKM-IDS20 involves novel ARP Poisoning, DoS, Exploits, and Port Scan attacks. This
article analyzed the filter-based feature selection(FS) method with rule based and tree based
machine learning classifiers using multiclass classification: The Gain Ratio (GR), Chi-square,
Info. Gain(IG), symmetric uncertainty(SU), and correlation(CR) filter based methods choose the
vital feature from the UKM-IDS20 dataset. The highest accuracy and lesser model building time
machine classifier are decided to select for the proposed framework. The preferred feature form
accomplished IG feature evaluation method achieves superior accuracy on the Hoeffding tree
based classifier compared with the JRip rule based classifier. The Hoeffding classifier proceeds
the model within 0.13 seconds using 23 selected features. The proposed IDS framework
compared to the existing systems.
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INTRODUCTION

Cybersecurity refers to defending internet-connected devices from internet threats. It includes safeguarding data,
hardware, software, and other elements to prevent intruders from getting the privilege of using devices over
networks. The open network presents the different latest types of vulnerabilities. The cybernetic devices must be
protected over the network from these types of security threats, and information is then processed, stored, and
transported through the network. The work [1] has included information technology organization security and
maintenance rules on the cyber network. Digital systems lack built-in security measures that would allow them to
fend against attacks, making them insecure. The attackers have slowed down or crashed the machine quickly via port
scanning and DoS assaults by sending numerous connection requests. Therefore, the system signifies the necessity
of robust intrusion detection(IDS) to prevent the vulnerable latest types of cyber-attacks. The objective of this paper
is as follows.

« The effects of attacks and importance of effective intrusion detection (IDSs)over network.

« For the UKM-IDS 20 dataset, this work suggests noisy subset of features using the aid of filter based selection
techniques.

 The irrelevant attributes are deleted from the captured network traffic and improved IDS evaluation on the UKM-
IDS20 with the machine learning classifier.

Section II refer to the Literature work in IDS. Section III describe the importance of IDS. Section IV presents
proposed system. Section V describes execution and result analysis. Lastly, section VI objective conclusion.
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permitsunrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.
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Background and Methodology

The number of insecure digital device users are increasing daily, and the intruders can take the benefit to take
advantage of the attention present over the network traffic. Figure I shows the influence of attacks on the system and
the necessity of detecting intrusion over a network.

N

Figure I: Effects and methodology for detection of intrusion over network

In the table, I illustrate the example of attacks on the operating system(OSI) layer and the effects of attacks on a
particular layer. The exploration process consists of actions necessary to carry out evaluation effectively. We must go
through specific methodologies. The build- up time for every Machine Learning model is significantly reduced by
enhanced feature selection in efficient intrusion detection, which plays a dominant role. It aids in simplifying the
model by getting rid of extraneous features. Reduced features lead to a simpler model, which reduces the amount of
computation needed to identify DoS attacks. The three main categories of FS algorithms are Filter, Wrapper, and
Embedded. The earlier approach has a lower computational cost but only proceeds a subset of features based on the
generated datasets characteristics. Wrapper-based produces high-quality results for chosen features by using the
probabilistic accuracy of a learning algorithm that has already been trained.

Table1: Operating system layer and example of attacks

Layer Attacks Example Effects of attacks

Application [HTTP floods, DDoS, cross-site scripting,[POPS, SMTP, WWW browsers, [No user can access

(7) Slow Loris, SQL injections, Exploits HTTP, SNMP, Telnet, FTP, network resources
etc.. Domain DNS, ICMP, DHCP during an attack.

Presentatio [Phishing, malformed Secure Socket IASCII, TIFF, GIF, JPEG, Stop accepting SSL
n (6) Layer requests SSL hijacking etc.... IMPEG, PICT, EBCDIC, connections, restart.

Session (5)  [DDoS-attackers, Session Hijacking, RPC, PAP, HTTP, FTP, Disable management
exploit a flaw on Telnet server, Packet [SMTP, Secure Shell, SQL, operations.
Sniffers and Cross Site NetBios.

Scripting (XSS) etc..

Transport (4) [Session Hijacking, SYN Flooding, TCP, UDP, SPX Connection limits of
packet sniffing, ping sweeping, port hosts.
scan, phishing, etc..

Network IP address spoofing, Man in the middle,[Pv4, IPv6, IPsec, AppleTalk, effect on network

3) Warm-hole, Black-hole, Grey-hole,ICMP, IPX, IP, ARP and Routing bandwidth and add to
Byzantine, Flooding, protocol the firewall's
Jelly-fish, Fabrication, Scan. workload.

Data-Link (2) [MAC flooding, ARP Spoofing, VLAN, [PPP,IEEE 802.2, L2TP, ATM, |Disrupts n/w flow of
spanning tree attacks, Brute ISDN, Frame data by flooding
force attacks, Traffic analysis, etc.. Relay on all ports.

Physical [Sniffing, Jamming, Interceptions, Digital, USB, BT, Data destroyed,
(1) Eavesdropping etc.... Ethernet, NIC, H/w
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LITERATURE REVIEW

The objective of feature selection is to select a simple feature subset, like the class labels in classification problems,
that significantly increases relevance and reduces redundancy to the targeted set. We will illustrate the existing
literature on feature selection over network traffic.

The study [2] performed the SVM, decision tree, naive Bayes, and random forest classification algorithms for
intrusion detection. The random forest classifier performs an accuracy of 97.49% with 0.08 seconds prediction time
on the UNSW-NB15 dataset. The system does not accomplish the feature selection technique to remove the non-
relevant features. The study [3] uses the five-level hybrid classification on flow statistics of hierarchical extreme
learning machine (H-ELM) methodology with k-nearest neighbour approach (kNN) algorithms on the NSL-KDD
benchmark dataset. The experiments give a level of accuracy of 84.29% for intrusion detection. The study [4] perform
the naive Bayes technique with support vector machine(NB-SVM) model for intrusion detection. The IDS framework
with SVM classifier achieves an accuracy of 98.92% on the CICIDS2017 dataset and an accuracy of 98.58% on the
Kyoto2006+ dataset.

The study proposes the model on [5] tree-based stacking ensemble technique for feature selection that comprises
decision tree, XGBoost, and random forest. The model shows 99.9% and 95.26% of accuracy for the NSL-KDD and
UNSW-NB15 datasets. In the [6] proposed the deep neural network (DNN) model based focal loss intrusion detection
system (FL-NIDs). The model proposed to overcome the imbalanced problem of the benchmark dataset for better
IDS. The research train the model in 25, 50, and 75% split for dataset training. The NSL-KDD, UNSW-NB15, and
Bot-IoT datasets outperform the higher accuracy of 77.69% over scale 50 %, 73.39% over 100%, and 99.76 over 75%,
respectively.

The article proposed [7] the adaptive particle swarm optimization and support vector machine (APSO-SVM)
algorithm is included in the hybrid network IDS model to detect attacks accurately. The SVM parameters have been
improved using the APSO algorithm. The KDD- CUP 99 dataset is used to evaluate the proposed IDS performance
analysis, which has a detection accuracy of 97.687%. A IDS based on feature selection(FS) with HOE-DANN was
presented in the study [8]. The results were evaluated using the UKM-IDS20 dataset using a discrete cuttlefish
algorithm known as RS-DCFA. On the training set of the new UKM-IDS20, the HOE-DANN classifier attains a greater
accuracy of 96.46%.

The study [9] selects the 30 important features using the RelifF filter built FS techniques on the UKM-IDS20 captured
dataset to detect the intrusion. The proposed system achieves 99.969 % accuracy with 1.94 seconds to build the
framework using FURIA classifier. The article [10] proposed the genetic algorithms(GA) for feature selection for
evaluation of binary class in addition to multiclass classification using a random forest classifier(RF). The proposed
GA-RF model gives 96.12% accuracy on the NSL-KDD dataset. The GA-RF model validated on the UNSW-NB15
dataset and performed an accuracy of 92.06%. The model consists of representation learning(RL) and a network
intrusion detection system by explicit and implicit feature interaction, i.e. RL-NIDS. The study [11] outperforms
feature selection with a multiclass classification accuracy of 95.72% and 81.38% on the AWIDS and NSL-KDD
datasets, respectively.

The article [12] proposed the multiple IG, CFS, GR, SU, and ReliefF feature selection algorithms. The proposed model
removes the irrelevant features having score of zero obtained from the score assigned by feature selection methods.
The classifier PART achieves the suitable accuracy of 99.9591% on 67 relevant features of CICIDS-2017 dataset. The
study [13] uses 46 features from the UKMIDS20 dataset and uses the outputs of a Furia rule-based classifier to reach
a higher accuracy, F1 score, and recall of 99.969%. The research [14] further clarifies the model's adaptability by
accounting for percentage variations in yields with an accuracy of 99.63%.

PROPOSED IDS SYSTEM

The proposed intrusion detection with feature selection is presented in figure II. The system contains a combined
cleaned capture dataset, a feature selection technique, and a machine learning classifier to detect the attacks.The
compact dataset is the network traffic captured and used in the suggested IDS. There is no missing or 'NaN' values in
the dataset. Hence, the system does not carry out pre- processing on the captured dataset. The captured, cleaned
dataset is immediately applied to feature selection techniques and classifiers. Due to a large number of features in
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the dataset, machine learning classifiers necessitate additional time to model building. Some of the features are noisy,
which reduces IDS performance.

The filter, wrapper, and embedded methods are available in machine learning for feature selection. The suggested
IDS selected the filter methods of Gain Ratio (GR), Chi- square, symmetric uncertainty (SU), Information Gain (IG),
and Correlation(CR) on the prepared captured dataset for feature selection. The system determines the score of
individual features available in the available dataset by the exclusive FS technique and examines the results. The
features with score values of zero or the closest to zero, that is, 0.1, are eliminated from the feature set. For intrusion
detection purposes, the rest of the features are considered as appropriate features. Ten-fold cross-validation is used
to analyze the relevant features chosen using the Hoeffding tree based machine learning classification algorithms.
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Figure II: Proposed feature selection IDS
SYSTEM IMPLEMENTATION

The system executed the recommended IDS with attribute selection as presented in the figure II to detect attacks
using the Waikato tool. The tool Waikato 3.8.6 is used for classification and feature selection. The intrusion detection
framework is tested on HLBS CM 44, 11th Gen Intel(R) Core(TM) i9-11900 @ 2.50GHz with 16 GB RAM on
Windows10 Pro. The suggested FS framework is endorsed on the latest intrusion detection assessment UKM- DS20
dataset.

The most recent captured network traffic evaluation dataset, known as the [17] UKM- IDS20, is used to
validate on the suggested IDS for feature selection. The University of Kebangsaan Malaysia's generated and collected
the UKM-IDS20 captured dataset [8]. With the service of Windows Server 2012, penetration testing is carried out in
a simulated environment using the tools Nmap, John the Ripper and Metasploit. There are 10,308 and 2579 total
cases in the training and test datasets, respectively. The dataset has 46 attributes, including examples of attacks and
normal behavior.

The number of normal and attack cases in the training dataset is 7,140 and 3,168, respectively. The test dataset has
1,769 examples of normal behavior and 810 instances of network traffic, respectively. The collection includes
common cases of scans, ARP Poisoning, DoS, and exploited attacks. The proposed system is implemented to detect
the attacks for binary multi-classification. The system is primarily established with Hoeffding Tree, Decision Stump,
and LMT tree-based classifiers with 46 features.

Table I indicate the evaluation of tree-based classifiers on the newest UKM-IDS20. The results are evaluated to
choose a solitary classifier for implementation. These classifiers will be used to create models using 10-fold cross-
validation.
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ANALYSIS OF RESULTS

As shown in Table 1, the LMT classifier has a superior accuracy of 99.9845% to the Hoeffding Tree, Decision Stump
classifier but takes the additional time of 2.59 seconds to build the IDS model. The Hoeffding Tree takes less time to
build the model and reaches a better accuracy of 99.9534% than the decision stump classifier. The system results
associated with on CICIDS 2019 [16] dataset on random forest classifier. Therefore, our proposed system practices
the Hoeffding Tree classifier for experimentation with the IDS model.

Table I: Analysis of tree-based classifier on multi classification

classifier # Feature # ACC % ICI % Building Time
Hoeffding Tree 46 99.9534 0.0466 0.25
Decision Stump 46 82.6492 17.3508 0.03
LMT 46 99.9845 0.0155 2.59

The system also evaluated on the JRip, Decision table, OneR and ZeroR. classifier with all features. Table IT shows
the analysis of multi classification on UKM-IDS20 dataset using classifiers. The results are analysed to select the
single rule based classifier for further experiments.

Table II: Rule based classifier on multi classification

#classifier # Feature ACC % ICI % Building Time
JRip 46 99.9690 0.0310 0.39
Decision table 46 99.8836 0.1164 1.61
OneR 46 90.5797 9.4203 0.03
ZeroR 46 69.1317 30.8683 0.10

Table II shows that the rule based ZeroR classifier on multi classification performs the lowest accuracy of 69.1317%
but takes lesser 0.1 seconds model building time with 46 features. The OneR classifier and Decision table achieve the
accuracy of 90.5797% and 99.8836%, with 0.03 and 1.61 seconds of model building time, respectively. The system
performs the higher accuracy of 99.9690% with 0.39 seconds model built up time on JRip classifier. So we have
considered the JRip classifier for further research with the proposed model.

Later, IG, GR, CR, SU, and RelifF with ranker filter based attribute selection are also applied to the dataset for each
feature; IG provides a score that ranges, in decreasing order, from 0.000263 to 0.851. The scores provided by GR for
every feature vary from 0.0075300 to 0.3308100 in decreasing order. Each feature is given a score by ReliefF, with
values ranging from 0.0000155195157911072 to 0.927372536 in order. The score range provided by Chi-square is 0
to 40706.64. SU offers a score for every attributes that ranges from 0 to 0.51309. In decreasing order, CR deliver a
score of every attributes ranging from 0.0053 to 0.54068. The 46 features are cleaned up of noisy features by
removing those with scores that are closest to zero or 0.1. The existence of irrelevant features in UMK-IDS20 is
represented in Table III.

Table III: List of removed features

#Method # Features #Noisy Feature
IG 23 2,4,5,6,7,8,9,10,13,16,19,32,35,36,37,38,39,40,41,42,44,45,46
GR 17 2,4,5,6,8,9,16,19,25,28,32,33,34,35,36,38,45
Chi 4 32,38,40,46
SU 16 4,5,0,10,13,32,35,36,37,38,39,40,41,42,45,46
CR 17 1,3,5,13,17,28,32,33,34,35,36,37,38,39,40,45,46

Later, the IG, GR, Chi-square, SU, and CR features 23,17,4,16 and 17, respectively, are removed from the dataset
before applying the Hoeffding tree based and JRip rule-based classifier on to the UMK-IDS20 dataset. The framework
evaluation of the Hoeffding classifier on the UKM-IDS20 set is shown in Table III.
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Table IV: Analysis of Hoeffding tree classifier

Method # Feature Accuracy (%) #ICI % Building Time(seconds)
1IG 23 99.9922 0.0078 0.13
GR 29 99.9922 0.0078 0.20
Chi 42 99.9534 0.0466 0.25
SU 30 99.9845 0.0155 0.19
CR 29 99.9534 0.0466 0.17

Further, the system is evaluated on the LMT tree based classifier to analyse the performance. The LMT classifier
applied on features selected by using the filter based feature selection technique of IG and GR. The LMT classifier
has given the same accuracy as shown in table I. whereas the Hoeffding tree classifiers performance is higher than
the other classifier mentioned above. Hence, we have applied the Hoeffding tree classifier to the feature selected from
the filter based feature selection methods. Table IV shows the analysis of the Hoeffding tree classifier. The Hoeffding
tree classifier performed the highest accuracy of 99.9922% with 0.2 seconds to build the model using 29 selected
features from GR. The Hoeffding tree classifier achieves the same accuracy on IG using 23 features with 0.13 seconds
to build the model. The classifier performed the accuracy of 99.9534%, 99.9845%, and 99.9534 using Chi- square,
SU, and CR’s 42, 30, and 29 features, respectively, compared with all features. Simultaneously system also tested on
the JRip rule based classifier for evaluation.

Table V: Analysis of JRip rule-based classifier

Method # Feature # Accuracy ( %) # ICI % Building Time
1G 23 99.9767 0.0233 0.23
GR 29 99.9767 0.0233 0.30
Chi 42 99.9612 0.0388 0.42
SU 29 99.9767 0.0233 0.33
CR 28 99.9767 0.0233 0.27

Table IV shows the performance of the JRip rule based classifier on selected features from the feature selection
techniques. The JRip classifiers give a superior accuracy of 99.9767% using 23 selected features from IG and take
0.23 seconds to build the model. The JRip classifier performed the same accuracy of 99.9767% using CR’s, SU’s, and
GR’s 28, 29, and 29 selected features, respectively, with comparison from 46 features of UKM-IDS20. The chi-
squared 42 selected features performed the lesser accuracy of 99.9612% with 0.42 seconds model built-up time.

Result analysis of Tree base and Rule base classifier
) Hoeffding tree ) JRIp rule

Info gain Gain ratio Chi-sgaure Sym Uncertinity Correlati
Figure III: Results of tree and rule base classifier

Figure III indicates the comparison analysis of the Hoeffding tree base classifier and JRip rule base classifier,
subsequently choosing the important features to form all the captured traffic of the UKM-IDS20 dataset. As shown
in Table VI, the current framework is also compared with existing IDSs. The system framework compared with
existing IDSs is shown in Table V1.
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Table VI: Compare with existing IDS

#Work #Feature selected #Classifier #Dataset Accuracy (%)
[8] RS-DCFA HOE-DANN UKM-IDS20 96.46
[9] ReliefF FURIA UKM-IDS20 99.9690
[12] 1G PART CICIDS-2017 99.9591
Proposed IG Hoeffding UKM-IDS20 99.9922
JRip UKM-IDS20 99.9767

Table VI recommends that the proposed IDSs detect the latest types of attacks with 23 important features with the
mentioned machine learning classifier for binary multi classification. The proposed system performed the greater
accuracy compared with the existing attacks detection models. The outcomes analysis of proposed systems are listed
below:

« The proposed framework model with feature selection methods resulting in the machine learning classifiers are
performing potentially faster and simpler.

« The proposed IDS accuracy prediction improved by discarding irrelevant or noisy features from the network traffic
database.

« Identifying the relevant features gives more insight into the nature of the corresponding classification problems.

« The proposed feature selection framework model building time decreased compared with traditional Intrusion
Detection models.

CONCLUSION

The article suggested using the UKM-IDS20 feature selection to find the most recent attacks. The suggested system
used filter based FS techniques, rule-based, then tree based classifiers to evaluate the UMK-IDS20 dataset. The IG
obtained the 23 important feature for the UKM-IDS20 captured dataset and performed the greater accuracy with
minimum time for building the model using the Hoeffding tree based classifier compared with all the features of the
UKM-IDS20 dataset. The suggested IDS framework detects the most recent kinds of network traffic that are not
included in the old traffic datasets. In the scope of the research, we intend to use evolutionary algorithms using hybrid
ensemble framework for FS in IDS for better accuracy, FP rate and precision improvement.

In future, we will implement the evolutionary methods by combination with algorithms on benchmark datasets.
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