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Introduction: Health insurance schemes help cover medical expenses by distributing financial 

risk among many individuals. With various insurance options available, choosing the right 

provider and predicting costs can be challenging. Predictive modeling and machine learning 

techniques play a important role in analyzing past data, identifying patterns in customer 

behavior, and supporting informed decision-making for new insurance plans. 

Objectives: The main aim of this research is to assist individuals in selecting appropriate 

medical insurance providers and estimating associated costs using predictive models. By 

leveraging historical data, the study seeks to improve cost prediction accuracy and enhance 

decision-making in the health insurance sector. 

Methods: This study utilizes medical provider datasets along with cost prediction data to 

develop predictive models. A total of 12 regression classifiers are applied to analyze the data. To 

optimize performance, Grid Search Cross-Validation is used for fine-tuning the models. This 

ensures better accuracy and reliability in predicting insurance costs. 

Results: From analysis, X-Gradient Boost, Random Forest, and Extra Trees models 

demonstrated the highest accuracy. These models achieved R² scores greater than 98%, 

indicating their effectiveness in capturing the relationship between input features and insurance 

costs. The Extra Trees model perform well with an R² score of 0.99 during training and 0.88 

during testing. Additionally, these models provide low Root Mean Squared Error (RMSE) values, 

confirming their reliability in making precise predictions. 

Conclusions: The findings suggest that machine learning models, especially tree-based 

regressors like Extra Trees, X-Gradient Boost, and Random Forest, can effectively predict 

medical insurance costs with high accuracy. By leveraging predictive modeling, both insurance 

providers and customers can make informed decisions regarding cost estimation and plan 

selection. 

Keywords: Health insurance, Grid search, hyper parameter, Regression, Classifiers. 

 

INTRODUCTION 

Increasing population and pollution have resulted in greater exposure to hazards. Modern lifestyles, longer working 

hours, and extended life expectancy contribute to both chronic and unexpected medical expenses [1]. To manage 

these risks, insurance becomes essential, helping people cover costs related to accidents, diseases, and other 

unexpected events [2]. Insurance is broadly classified into two categories: general insurance and health insurance. 

General insurance covers various risks, such as vehicle accidents, property damage, natural disasters (like floods and 

earthquakes), and theft [3, 4]. Health insurance, on the other hand, focuses on covering medical expenses, providing 

individuals and their families with financial protection in case of illness or injury [5]. 
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As healthcare costs continue to rise and non-communicable diseases become more prevalent, health insurance is 

increasingly seen as a necessity [6]. The COVID-19 pandemic underscored the unpredictability of life and the critical 

need for comprehensive health coverage [7]. Health insurance helps reduce the financial burden of medical 

treatments, especially as life expectancy increases. Global public health spending reached $8.5 trillion in 2019, 

accounting for nearly 10% of global GDP [8]. In India, the insurance industry consists of 57 companies, 24 of which 

provide life insurance. Notable players include public sector giants like LIC and New India, alongside private 

companies like ICICI, HDFC, and SBI [9]. These firms compete in providing life and non-life insurance products to 

the population. 

Studies indicate that Medicare enrolees are generally more satisfied with their insurance coverage than those with 

commercial insurance plans. Those newly covered by Medicare report higher satisfaction with care. However, 

comparisons between Medicaid and commercial insurance have yielded mixed results, with research often focusing 

on specific populations and services [10]. Predicting health insurance costs is vital for both individuals and the 

healthcare system. Accurate predictions help insurance companies set premiums and manage healthcare expenses 

more effectively. Machine learning techniques such as Lasso, Ridge, Random Forest and Decision Tree are widely 

used for cost prediction. Techniques like Grid Search Cross Validation optimize model performance, ensuring 

accurate and efficient predictions for better decision-making. 

OBJECTIVES 

The primary goal of this research is to design a health insurance recommendation system that helps individuals 

choose the most suitable insurance policy by providing provider details and cost estimates. The system aims to 

simplify decision-making by offering data-driven insights into different health insurance plans. 

To achieve this, the study explores various regression models to predict health insurance costs accurately. By 

analyzing past data, these models can forecast potential expenses, allowing users to make informed choices based on 

estimated costs. The research further evaluates the performance of multiple regression algorithms to determine the 

most effective model for integration into the recommendation system. 

To enhance the accuracy and efficiency of the predictive models, the study employs GridSearchCV, a hyperparameter 

tuning technique that optimizes model parameters. This fine-tuning process ensures that the selected model delivers 

the best possible predictions, improving the reliability of the recommendation system. Ultimately, this approach 

helps both insurance providers and consumers make better, data-driven decisions regarding health insurance 

policies. 

BACKGROUND  

Universal health coverage -UHC assures that public can use quality medical services without financial crisis. This 

includes health-related services such as prevention, promotion, treatment, palliative care, and rehabilitation [11]. 

Authors are chosen from 68 potential research papers by 118 researchers to analyze the impact of utilizing medical 

insurance policies across various countries. According to the supply-demand equation, these insurance policies 

reduce the cost of healthcare services, resulting in increased demand [12]. This chapter reviews the gap on the 

relationship between medical insurances, the use of health care services, and health benefits for particular conditions 

and practices, along with health condition and mortality [13]. It is known that a consistent, Significant correlation 

among medical insurance coverage and outcomes from health-related services from numerous studies using diverse 

data portals and systematic approaches. The evidence also suggests that medical insurance is related with proper 

implementation of healthcare services which leads to good health outcomes for adults. It focuses on primary 

prevention, cancer care, chronic disease management, hospital-based care, general medicine, and mortality. 

Madan Mohan analysed the contribution of medical insurance to the development of general insurance in India [14]. 

He used predictive analysis to find a relation between dependent terms such as profit or loss and the independent 

terms, i.e., medical insurance premiums. Research results show a correlation between earned premium and 

underwriting loss. Li and Dou explored the impact of health insurance for urban and remote residents and basic 

health insurance for city employees on the practices of essential public health services, also reviewing the mediating 

effect of social integration [15].They collected data from 169,989 Chinese individuals in 2017. The authors 

implemented the Bootstrap method from structural equation modelling in order to evaluate the intermediate role of 

social integration. 
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A health insurance awareness review was conducted by the authors in India [16]. For the review, resources were taken 

from Scopus, MEDLINE, Web of Science (WoS), Social Science Research portal, and the 3ie development portal, 

covering the duration from Jan (2010) to July (2020). Official web portals and related references were also used. The 

aim of this study is to identify obstacles experienced in India to elevate awareness of medical insurance and to provide 

evidence for the usefulness of mitigating such obstacles on the awareness and promotion of medical insurance for 

the native Indian people. Kaushik et al. proposed a ML-based health insurance premium calculation method [17]. 

They were predicted the cost associated with health insurance incurred by patients based on the parameters age, male 

or female, BMI (body mass index), number of children, geolocation and smoking habits. An artificial neural network 

(ANN) model was used and analysed, with evaluation results showing with an accuracy of 92.72%. The authors 

evaluated their system’s performance with key performance measures. 

Sahu et al. proposed a machine learning-based approach to predict medical costs [18]. It helps policymakers identify 

policy providers with premiums. The Random Forest Regression algorithm is applied to predict medical expenses. 

They also tested the issue with other ML models such as linear regression and Gradient Boosted Trees. Their 

outcomes suggest that the general public can estimate treatment costs. 

Kulkarni et al. implemented a computational intelligence approach using ML algorithms to predict medical insurance 

costs [19]. They used a dataset from Kaggle and regression algorithms such as linear regression, decision tree and 

Gradient Boosting Regression, with Streamlit as a framework. They obtained an R² score for linear regression of 75%, 

decision tree regression of 69%, and Gradient Boosting Regression of 86.9%. Bhatia et al. used the dataset of USA's 

medical cost personal from Kaggle, with 1,338 tuples [20]. Notable features present in the dataset are gender, age, 

BMI, No.of.Childern, smoking habits for predicting insurance costs. The authors applied linear regression model and 

identified the relation between price and the given features. For training and testing, their system used a 70-30 split, 

achieving an accuracy of 81.3%. 

The proposed health recommendation system applies Support Vector Regression (SVR), Linear Regression, Decision 

tree, Multiple Linear Regression, Stochastic Gradient Boosting, Ridge Regressor, XGBoost, Random Forest Regressor 

and k-Nearest Neighbors [21]. A health insurance cost dataset is obtained from the Kaggle data repository, and ML 

models are used to project how various regression methods can forecast insurance costs and analyse the models ’ 

performance. The outcomes proven that the Stochastic Gradient Boosting (SGB) method outperforms the others 

regressors. SGB has a cross-validation score of 0.858, an RMSE score of 0.340, and the accuracy is 86%. This research 

demonstrates the performance of different regression models to predict insurance costs [22].The results of methods 

like Generalized Additive Model, Multiple Linear Regression, Random Forest Regressor, k-Nearest Neighbors, 

Support Vector Machine, Random Forest Regressor, CART, XGBoost, Deep Neural Network and Stochastic Gradient 

Boosting are compared. The optimum result is obtained from Stochastic Gradient Boosting method with an MAE 

value of0.17448, RMSE score of 0.38018, and R-squared score of 85.8295. 

The aforementioned researchers analysed the importance and impact of health insurance and predicted insurance 

costs using various datasets and machine learning algorithms. However, a research gap remains in identifying, 

normalizing the proper dataset, and applying more regression algorithms to predict accurate premiums for medical 

insurance. 

METHODS 

This research work attempts to calculate the premium for health insurance schemes with the help of regression 

algorithms.  Regression algorithms are a subset of ML algorithms which are mainly used for predictive purposes. 

These models are used to find the correlation between goal (dependent variable) to the independent variables.  
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Figure 1. Prediction flow of Health Insurance Recommendation System 

 The proposed approach considers various regression algorithms such as Lasso, Ridge, Kernel Ridge, SVM, Elastic 

Net, Decision Tree, Random Forest, KNN, Extra tree, AdaBoost, Gradient Boost and XGB for identifying effective 

prediction strategies. The entire process flow is shown in Figure.1. 

DATA SET FORMATION  

In the initial phase data are collected from UCI repositaries with 8 healthcare attributes and 1338 tuples in the 

collection. The first five rows of health care attributes Age, gender, BMI, number of children, smokers, and costs in 

medical insurance are shown in Figure.2.  

 

 

 

 

 

 

 

Figure 2. Five rows of Health Insurance Cost Data set 

Another data set which comprises information like insurance provider, policy name, police type, estimated amount 

per year and claim amount which is depicted in Fig.3.The histogram in Fig.4 shows the distribution of attributes in 

the health insurance cost data set. 
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Figure 3.  Five rows of Health Insurance Provider Dataset 

 

Figure 4. Histogram of attributes in health insurance cost data set 

DATA PREPROCESSING 

Data preprocessing is the necessary step to clean and structuring data before training. It is a way of formatting a huge 

volume of data after removal of null attributes, null values and unwanted characters.  In this insurance cost prediction 

dataset, the null values and null attributes are removed by eliminating the corresponding rows and the parameters 

BMI, age and charges are normalized by standard scalar mechanism. Standard scalar normalization helps to remove 

mean and scaling features to unit variance. The standard value of sample x is measured by equation(1). 

                                                                                                                                                                         (1) 

REGRESSION MODELS 

Regression models are useful for predicting continuous data. In this research, 12 popular regression models are used 

for medical insurance cost prediction. Each model has unique characteristics that make it suitable for various 

predictive tasks. These models are discussed below [23, 24], along with their fundamental regression formulas.  

Lasso Regression  

Lasso Regression-Least Absolute Shrinkage and Selection Operator, relies on shrinkage, which pulls coefficients 

toward the mean. This regularization technique is highly effective in models with fewer parameters, improving 

prediction accuracy. The Lasso regression formula is defined by equation (2). 

                                                                            (2) 
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Ridge Regression  

Ridge Regression, or Tikhonov regularization, is useful for models with multicollinearity, where independent 

variables are highly correlated. It addresses this issue by penalizing the size of coefficients. The Ridge regression is 

shown by equation (3).  

                                                                                             (3) 

Support Vector Regression and Elastic Net 

SVR, a variation of SVM, models complex relationships between input and target variables using a kernel function.  

Elastic Net combines L1 (Lasso) and L2 (Ridge) penalties for regularization, making it applicable for datasets with 

related features. Its formula is defined by equation (4). 

                                                                                                   (4) 

Random Forest and Decision Trees   

Random Forest (RF) is an ensemble learning method which creates many decision trees and averages their decision 

values to improve accuracy. The formula for RF is defined by equation.(5).  

                                                                                                                                                                    (5)  

Decision Trees divide the data set based on rules, making them useful for both classification and regression tasks. 

The expected value for decision trees is calculated by equation (6). 

EV = (First outcome × likelihood) + (First outcome × likelihood) − Cost                                                                                   (6)    

KNN and Extra Trees   

KNearest Neighbors (KNN) regression approximates the relationship between independent variables and outcomes 

by averaging the values of the k-nearest data points. The distance between points are computed by using eq.(7). 

                                                                                                                                           (7) 

Extra Trees also predict results by aggregating decisions from multiple decision trees, but they differ from Random 

Forest by splitting nodes randomly. The formula is given in eq.(8). 

                                                                                                                                                                    (8)  

Ada Boost and Gradient Boost   

AdaBoost combines weak classifiers into a stronger one by focusing on misclassified samples, assigning greater 

weight to difficult cases. The formula is given in eq(9). 

                                                                                                                                                                 (9) 

Gradient Boosting model develops a strong model by orderly combining weak models, with the consequent model 

learning from the errors of the previous one. Its formula is:  
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                                                                                                                                                            (10)  

XGBoost   

XGBoost is an optimized gradient boosting algorithm that combines the predictions of multiple base learners, 

typically decision trees, into a final prediction. Regularization helps prevent overfitting. The formula is given by 

eq(11). 

.                                                                                                                                    (11) 

Cross Validation   

 

Figure 5. Hyper-parameter selection in Grid Search CV 

Cross validation is one of the procedures to check the model is fitted for unseen data. Generally, it can be carried out 

by holdout or k-fold cross validation. K-fold cross-validation is a technique for evaluating predictive models and 

mitigate overfitting. The given dataset is splitter into k subsets or folds. The ML model is trained and tested k times, 

each time using a different subset for the validation purpose. Performance metrics is calculated as the average value 

derived from all folds and it is used to estimate the system’s overall performance. This method helps in model 

selection, assessment and hyper parameter tuning, providing a more reliable measure of a model’s effectiveness. Grid 

Search CV is a kind of k-fold cross validation which searches through multiple hyperparameters of the model and 

reports the optimal one. It divides the dataset into k folds and for every kth fold find the performance of the classifier. 

For each fold, it calculates the cross-validation score value for the fitted function. Finally, the hyperparameter with 

highest average score is selected to improve the accuracy of regression models. This is depicted in Figure 5.  The cross 

validation score for fitted function is calculated by eq (12). 

                                                                                                                                          (12) 

where n is the size of the insurance dataset, k is the number of sub-folds, f is the fitted function and T is the loss 

function. 
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RESULTS AND DISCUSSION  

For experimental results, the medical insurance cost data set is analyzed by using visual studio code along with 

Jupiter notebook. It uses sklearn packages for regression model and statistics analysis.  It uses plotly and seaborn 

packages for graph generation. This section first describes the evaluation metrics taken for comparison. Then the 

results obtained before cross validation and after cross validation are discussed. Finally, it selects the best model for 

deployment and provide suggestions to choose their medical insurance providers and their medical insurance cost 

associated with them. 

Evaluation Metrics  

The Regression methods performance is measured by R2 score, Mean Absolute Error (MAE) and Mean Square Error 
(MSE).  In regression R2 is a statistical measure for fitness of regression line and actual data. It is a co efficient of 
determination measured by using the eq(13).  

R2 = 1 −
RSS

TSS
                                                                                                                                                                                                (13) 

where RSS is a sum of squares of residuals from original value Yi and predicted value which is defined by eq (14). 

RSS =  ∑(yi − yî)
2

i

                                                                                                                                                                                 (14) 

TSS is a sum of squares between original value Yi and average value . 

  TSS =  ∑(yi − yi̅)
2

i

                                                                                                                                                                              (15) 

 RMSE.MAE is calculated using the formula (16) and (17). 

  RMSE =  √
1

N
× ∑ (yi − yî)

2
i                                                                                                                                                        (16)  

   MAE =
1

N
∑ (yi − yî)

2                                                                                                                                                                              (17) i  

Results of Regression model before cross validation  

The twelve regression models are trained and evaluated by splitting data set into 80% for training and 20% for testing. 

The r2 score, RMSE, MAE of regression model is evaluated using training and test data set and the results are shown 

in Table 1. From this Table 1, the SVR have lower performance which has less R2 score -0.08, high RMSE score 11168 

and high MAE 6882 during training and provide low performance during testing. The EN and AB provide better R2 

score 0.46, 0.59 for training and 0.46, 0.59 for testing compared to SVR but lower performance with other models. 

Table 1. Performance of regression models before CV 

Model 
Training data set Test data set 

𝑹𝟐 RMSE MAE 𝑹𝟐 RMSE MAE 

Lasso 0.74 5642 3793 0.72 5801.0 3818.4 

Ridge 0.74 5643 3795 0.72 5800.5 3819.3 

KR 0.85 4239 2470 0.83 4311.2 2515.4 

EN 0.74 5642 3793 0.71 5701.0 3818.6 

DT 0.99 301.90 15.20 0.88 4820.1 1513.6 

SVR 0.13 9981.1 4785 0.12 3627.9 5012.6 

KNN 0.76 4293.1 2702 0.67 6702.8 3727.9 

RF 0.98 1276.8 537 0.90 3550.0 1370.4 

ET 0.99 301.9 15.2 0.91 3639.3 1163.1 

AB 0.60 6808.7 6395 0.61 6461.1 6261.1 

GB 0.90 3385.5 1039 0.88 3931.7 1361.3 

XGB 0.98 1141.4 591 0.87 3856.7 1739.7 
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Figure 6. RMSE score for regression models before cross validation   

Figure 7. R2 score for regression models before cross validation 

The Lasso, ridge, kernal ridge provide better R2 score (0.72) but lesser than RF, DT, ETC and XGB. The Extra tree 

classifier provide good R2 score (0.9), less MAE (15.2), less RMSE (train RMSE is 341, test RMSE is 3639) score 

compared with RF, DT, XGB. The RMSE score for regression models are shown in Fig. 6. From this figure, SVM is 

poorly performed model which provide high RMSE score compared with others. The RF, ET and XGB provide lower 

RMSE value compared with other models.The R2 score for regression models are shown in Fig.7. From this 

DT,RF,ET,GB and XGB provide good R2 score (above 0.8) compared with other regression models. 

Results of Regression model after cross validation  

From this DT,RF,ET,GB and XGB provide good R2 score (above 0.8) compared with other regression models.The 

grid search CV is employed over the models to reduce the over fitting and fine tune the performance of 

regression models. The performance of regression models is illustrated in Table 2. From this Table 2, the  

SVR have lower performance which has less R2 score 0.131 which is higher than previous score without 

cross validation (score -0.088 in Table 1), high RMSE score  9981.147 and high MAE 4785.512 during 

training and provide low performance during training but cross validation helps to reduce this value 

compared from table 1. 

Figure 8. RMSE score for regression models after cross validation 
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Figure 9. R2 score for regression models after cross validation 

 

Table 2. Performance of regression models before CV 

Model 
Training dataset Test dataset 

𝑹𝟐 RMSE MAE 𝑹𝟐 RMSE MAE 

Lasso 0.72 5642 3793 0.71 5901 3918.4 

Ridge 0.72 5643. 3795 0.71 5900 3919.8 

KR 0.72 5643. 3795 0.71 5900 3919.9 

EN 0.46 7854 5715 0.46 7978 5809.5 

DT 0.99 341.9 15 0.79 4940 1613.6 

SVR -0.08 11168 6882 -0.10 11432 7202.2 

KNN 0.73 5519 2702 0.55 7291 3827.9 

RF 0.98 1276 537 0.88 3650 1480.4 

ET 0.99 341.9 15 0.88 3639 1273.1 

AB 0.59 6808.7 6395 0.59 6962 6461.1 

GB 0.89 3474.1 1840 0.86 4061 2079.8 

XGB 0.94 1386.3 591 0.86 3856 2087.0 

 
Similarly for all regression models RMSE score is reduced after cross validation. The resultant RMSE score and R2 

score is shown in Fig.8 and Fig.9. From this analysis, the extra tree classifier is selected for final prediction and model 

is deployed on web application. The prediction of health insurance cost is shown in Fig.10. 

 

Figure 10. Health Insurance Cost Prediction 

The developed health insurance recommendation system provides the list of medical insurance providers and the 

cost of medical insurance along with claim and payment details. This is shown in Figure 11. 
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Figure 11. Health Insurance Scheme Prediction 

CONCLUSION 

Health insurance cost prediction is necessary to support individuals in selecting insurance plans, learning about 

appropriate deductibles and insurance rates based on their health. This research uses various regression learning 

models from linear regression to XGB for medical insurance prediction. The machine learning regression model 

performance is improved by grid search cross validation mechanism. Among the selected twelve classifiers, extra 

tree classifier gives good response for Mediclaim cost prediction and provider selection. From experimental results, 

extra tree regression models give R2 score is 99.9 during training and 91.9 R2 score during testing. It gives low RMSE 

score compared with other regression models. This recommendation system helps the user to select the best providers 

based on cost estimation. For this research uses 75 medical insurance providers and their Mediclaim cost prediction 

is carried out by machine learning algorithm. In future, we incorporate the several features of medical insurance 

providers and give suggestions according to it. 
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