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Weather forecasting plays a crucial role across various sectors of society, enabling timely 

predictions of severe weather events such as hurricanes, tornadoes, storms, floods, and 

heatwaves. Accurate forecasts provide essential data for issuing public warnings, allowing 

individuals and authorities to take necessary precautions to safeguard lives and property. In 

agriculture, farmers rely on weather forecasts to optimize irrigation, planting, and harvesting 

schedules, ensuring efficient water resource management, maximizing crop yields, and 

minimizing damage caused by extreme weather. Additionally, weather predictions significantly 

impact transportation systems by providing insights into potential hazards such as ice, snow, 

poor visibility, wind speeds, and road conditions. This information helps railways, airlines, and 

shipping industries adjust schedules and ensure safe and efficient transport operations. In this 

study, we propose a weather prediction approach using a stacked model, which outperforms 

single classifiers such as Decision Trees, Support Vector Machines, K-Nearest Neighbors, and 

Multilayer Perceptrons. Principal Component Analysis (PCA) is employed for feature extraction 

to reduce dimensionality and improve prediction accuracy. The performance of the proposed 

model is evaluated using metrics such as accuracy, Matthews Correlation Coefficient (MCC), 

F1-score, and the Receiver Operating Characteristic (ROC) curve, along with the Area Under 

the Curve (AUC). The results demonstrate the effectiveness of the stacked model in achieving 

robust and reliable weather forecasting. 

Keywords: Machine Learning; Principal Component Analysis (PCA); Weather Forecasting 

(WF); Stacked Model; K-Nearest Neighbors (KNN); Decision Trees (DT); Support vector 

machine (SVM); Multilayer Perceptron (MLP). 

 

INTRODUCTION 

Weather forecasts are crucial for making decisions in a variety of industries, such as transportation, agriculture, 

and disaster management. Accurate forecasts have the power to differentiate between a successful and unsuccessful 

agricultural output, the smooth operation of transportation networks, and the effective management of natural 

disasters. With the increasing unpredictability of climate trends, accurate weather forecasting is more crucial than 

ever [1]. The incorporation of machine learning into conventional weather forecast techniques has resulted in a 

revolutionary change in recent years. The integration of sophisticated data analytics and meteorology has the 

potential to greatly improve the precision and dependability of weather predictions [2]. By breaking down the 

procedures and giving you the tools to explore the enormous potential of machine learning in meteorology, this 

paper will walk you through the process of creating a weather prediction model [3]. AI has greatly improved data 

processing skills, revolutionizing weather forecasting. AI is superior at real-time data integration and analysis 

because it can handle the vast amounts and variety of meteorological data that traditional approaches find difficult 

to handle [4] [5]. Artificial Intelligence (AI) can make more precise and timely predictions by using machine 

learning algorithms to find intricate patterns in both history and present data. More accuracy in forecasting is made 

possible by meteorologists because to this sophisticated data management, especially for short-term weather 

changes. The potential of AI to increase the precision of extreme weather forecasts is one of its most important 

contributions. AI models can anticipate catastrophic weather phenomena like hurricanes, tornadoes, and floods 

more accurately and with longer lead periods thanks to deep learning techniques and ensemble methodologies [6] 
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[7]. These models' ability to provide early warnings is essential for disaster planning and mitigation as it has the 

potential to save lives and reduce financial harm. Further improving forecasting efficacy, AI's pattern recognition 

skills also reveal minor signs of severe weather that conventional models could overlook. Long-term climate models 

and customized weather services are made possible by AI [8] [9]. Artificial intelligence (AI)-driven solutions 

enhance user experience and accessibility to vital meteorological information by offering hyper-local predictions 

customized to individual requirements. By evaluating vast amounts of historical data and modeling several future 

scenarios, artificial intelligence (AI) helps climate scientists create longer-term models that are more accurate [10] 

[11]. These developments highlight the critical role AI plays in both short-term weather forecasting and long-term 

environmental planning by assisting scientists and policymakers in understanding climate patterns and developing 

effective policies to mitigate climate change.  

LITERATURE REVIEW 

Grönquist et al. [12] propose a mixed model using a subset of weather trajectories combined with deep neural 

networks for post-processing ensemble forecasts. This approach significantly improves forecast skill, particularly 

for extreme weather events. Guan and Zhu [13] introduce verification methodologies for extreme weather forecasts, 

specifically focusing on extreme cold temperatures and precipitation events. They compare ANF and EFI 

algorithms and their performance in forecasting extreme events. Li et al. [14] review progress in ensemble 

forecasting of extreme weather based on numerical models. They emphasize the dominance of dynamical models in 

extreme weather forecasting and discuss approaches for improving ensemble probabilistic forecasts. Xu et al. [15] 

introduce ExtremeCast, a method for improving extreme value prediction in global weather forecasts using 

machine learning. They address the issue of biased predictions for extreme events and demonstrate superior 

performance compared to traditional methods. Bouallègue et al. [16] assess the rise of data-driven weather 

forecasting using machine learning in an operational context. They compare ML-generated forecasts with standard 

NWP-based forecasts and highlight the potential of ML methods for improving forecast accuracy. Lopes et al. [17] 

evaluate daily temperature extremes in ECMWF operational forecasts and ERA5 reanalysis, highlighting 

improvements in ERA5 accuracy over the past decade. Xu et al. [18] propose an AI-driven regional weather model 

to improve disastrous extreme precipitation forecasting in North China, demonstrating superior performance over 

traditional models. Bouallègue et al. [19] introduce PoET, a post-processing approach using hierarchical 

transformers to improve ensemble weather forecasts, achieving significant skill improvement globally. Beimel et al. 

[20] focus on improving wind forecasts for sailing events using a combination of numerical modeling and machine 

learning post-processing, showcasing the potential of ML models to enhance forecast accuracy. Wang and Ikegaya 

[21] predict annual extreme winds in Iran using numerical weather forecasting, meteorological observation, and 

statistical models, providing insights into predicting extreme wind speeds. Varshney et al. [22] explore the role of 

Graph Neural Networks (GNNs) in weather prediction, aiming to enhance prediction accuracy and reliability by 

capturing complex relationships within meteorological data. Obisesan [23] compares six machine learning models 

for predicting meteorological variables in a tropical location, identifying Random Forest as the best-performing 

model. Nguyen et al. [24] introduce ClimateLearn, an open-source library for benchmarking machine learning 

models in weather and climate modeling, promoting reproducibility and collaboration in the field.  

RESEARCH METHODOLOGY 

When investigating the impact of weather prediction towards the environment study, it is crucial to tailor the 

research philosophy, approach, data collection methods, analysis, and sampling structures accordingly. Here we 

use Stacking, also known as stacked machine learning, is an ensemble learning method [25][26] that enhances 

prediction performance by merging many machine learning models. The goal is to combine the advantages of 

several models or classifiers to produce a strong meta-model that outperforms any individual model or classifier. 

When dealing with complicated datasets, where no one technique exhibits optimal performance across all 

characteristics, this approach is quite helpful. In this article, we present a layered machine learning model (Figure 

1) that aims to improve task-specific forecasting accuracy.  
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Figure 1: Proposed model work flow 

Two layers make up the Stacked model: Base learners and Meta-learner. Below is a summary of every layer:  

Base Learners (Level 0 Models): These are the first layer models that analyze the input data on their own. For 

identifying various patterns in the data, the diversity of base learners is essential. We suggest making use of the 

base learners listed as: KNN, DT, SVM and MLP. 

Meta-Learner (Level-1 Model): The output of the Meta Layer is generated by Logistic regression which takes 

the predictions of the base learners as input and generate Final prediction as output. 

IMPLEMENTATION AND RESULT 

Dataset : 

Kaggle, an online company that serves as a repository for various types of data, was the source of the dataset. The 

file format was a Comma-Separated Values (CSV) file, and the file contains 25000 rows and 25 columns. The 

information collected for this study contains 10 years data.  

Prediction by Classifiers : 

The data must be pre-processed to enable high performance of the algorithm and precise forecasts. We cleaned the 

dataset by removing unnecessary features and handling missing values. Figure 2 displays the correlation values 

between the variables as a correlation matrix. In every table cell, the correlation between two variables is shown. 

The value is in the range of -1 to 1. If the correlation coefficient between two variables is 1, then there is a complete 

positive linear relationship between them.  
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Figure 2: Correlation matrix 

Principal component analysis a feature extraction technique is used to select 10 Principal Components PC1, PC2, 

PC3, PC4, PC5, PC6, PC7, PC8, PC9, PC10 out of the features present in the dataset. Now the four classifiers based 

on DT, SVM, KNN and MLP [27] are applied on 10 Principal Components after which the outputs are send to the 

Meta-Model which applies Logistic Regression for prediction. The four Classifiers and the Proposed Model are as 

follows: 

KNN : 

KNN is a simple yet powerful machine learning method for regression and classification issues. The "K" in KNN 

refers to the number of closest neighbors to consider while making a prediction for a new data point [28].  The 

confusion matrix score is shown in Figure 3 (a). Figure 3 (b) shows the test dataset results having accuracy of 

0.8635, MCC of 0.7488, F1-score of 0.8617 indicates a significant correlation between predicted and actual values. 

Performance is also shown in graphical form Figure 3 (c), by the ROC Curve (AUC) of 0.86. 
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                   a) KNN Confusion matrix                                  b) Testing results of KNN model 

 

 

 

                                                                               c) ROC curve for KNN 

Figure 3: Overall KNN results 

DT: 

A DT is a hierarchical structure in which the result or class label is represented by each leaf node and the inside 

nodes, each representing a choice based on a characteristic [29]. Figure 4(a) shows the confusion matrix score. 

With an accuracy of 0.9011, MCC of 0.8101, F1-score of 0.9007 and AUC of 0.90 DT performed well, as shown in 

Figure 4(b) and Figure 4(c) respectively. The DT model was successful in identifying the underlying patterns in the 

data and producing precise predictions. 
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a) DT Confusion matrix                                                           b) Testing results of DT model 

 

 

 

c) ROC curve for DT 

Figure 4: Overall DT results 

SVM: 

SVM, or the data points that are closest to the decision boundary, are crucial for figuring out the margin. Because 

SVMs only utilize a fraction of training data points that are near the decision boundary, they are memory-efficient 

for large datasets [30]. Figure 5(a) shows the confusion matrix score. Figure 5(b) shows the test dataset result, 

which has an accuracy of 0.8167, MCC of 0.6336, and an F1-score of 0.8167. Performance is also shown in graphical 

form in Figure 5(c), by ROC curve (AUC) of 0.82. 



209  

 

 

Shimaila et al. / J INFORM SYSTEMS ENG, 10(2s) 

                         

a) SVM Confusion matrix                                                                 b) Testing results of SVM model 

 

 

c) ROC curve for SVM 

Figure 5: Overall SVM results 

MLP: 

MLP is an artificial neural network that consists of multiple layers of nodes, or neurons, including an input layer, 

one or more hidden layers, and an output layer [31]. The confusion matrix score is shown in Figure 6(a). The test 

dataset result and the performance in graphical form are shown in Figure 6 (b) and Figure 6 (c). The accuracy, 

MCC, F1 score and AUC are 0.7829, 0.5661, 0.7829 and 0.78 respectively. Even though MLP is a strong model, it 

does not perform well on this dataset.  
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 a) MLP Confusion matrix                                                         b) Testing results of MLP model 

 

 

c) ROC curve for MLP 

Figure 6: Overall MLP results 

 

Proposed Stacked Model: 

In machine learning ensembles, stacked models are a potent strategy that provide improved predictive performance 

by utilizing the advantages of several base models and skillfully merging their predictions via a meta-model. The 

confusion matrix score is shown in Figure 7(a). Figure 7(b) shows the test dataset results with an excellent 

performance across all metrics, with an accuracy of 0.9309, MCC of 0.8643 and F1-score of 0.9308. Performance in 

graphical form is shown in Figure 7(c) with AUC of 0.93. This shows better classification, a high correlation 

between expected and actual values, and test dataset performance that is better than all other models in the given 

performance metrics, suggesting that ensemble approaches or layered models are useful for enhancing prediction 

accuracy, MCC, F1-score and AUC.  
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a ) Proposed Model Confusion matrix                                       b) Testing results of Proposed Model 

 

c) ROC curve for Proposed Model 

Figure 7: Overall Proposed Model results 

The comparative analysis of Test Results in Figure 8, shows that the proposed model significantly outperforms 

individual machine learning models in terms of accuracy, MCC and F1 score. The proposed model achieved an 

outstanding accuracy of 0.9309, MCC of 0.8643, and F1-score of 0.9308, indicating better classification and a 

strong correlation between predicted and actual values. These results show the effectiveness of ensemble methods, 

particularly the hybrid stacked model approach, in enhancing predictive accuracy and robustness in Weather 

prediction. The comparative analysis of Test Results by ROC Curve (AUC) is shown in Figure 9, in which the 

Stacked Model outperforms all other individual Classifiers.  

CONCLUSION 

The results analysis, which are displayed in Figure 8 and Figure 9, shows the metrics for the performance of several 

machine learning models that have been assessed using the dataset. With accuracy of 0.8635, MCC of 0.7488 and 

F1-score 0.8617, the KNN model demonstrated strong performance. The test dataset result of SVM is the least with 

accuracy of 0.84672, MCC 0.507379, and an F1-score of 0.827682. The MLP classifier, shows the least performance 

with accuracy,  
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Figure 8: Comparative analysis of Test Results  

 

Figure 9: AUC Test Result analysis 

MCC and F1 score of 0.7829, 0.5661 and 0.7829. DT performed better than KNN, with accuracy of 0.9011, MCC of 

0.8101, and an F1-score of 0.9007. With remarkable metrics, accuracy of 0.9309, MCC of 0.8643, and F1-score of 

0.9308, the stacked model significantly outperformed all individual models, indicating its better capacity to handle 

the dataset across all important performance measures. 
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