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Introduction: In Internet of Things (IoT), optimal data set management and feature learning 

are the important problems that affect the attack detection’s accuracy. 

Objectives: To select the optimal features in the dataset, using advanced optimization 

techniques and classify the data as normal or anomaly,using ML based algorithms. 

Methods: In this paper, we propose to design anoptimized feature selection technique for 

Distributed Intrusion Detection System (DIDS)in IoT environments. During the preprocessing 

phase, t-distributed Stochastic Neighbor Embedding (t-SNE) is applied for data exploration 

and visualizing the high-dimensional data and Principal Component Analysis (PCA) technique 

is applied for dimensionality reduction.Then, for selecting the optimal features from the 

preprocessed dataset, the Improved Gravitational Search Algorithm (IGSA) is applied. Finally, 

for classifying the data as normal or anomaly, the XGBoost classifier is applied.  

Results: Experimental results show that the optimized XGBoost classifier attains highest 

accuracy and F1-score values, when compared to the other classifiers 

Conclusion: The proposed DIDS thus protects the IoT networks from external attacks quickly 

and effectively.  

Keywords: Internet of Things (IoT), Distributed Intrusion Detection System (DIDS), 
Optimized feature selection, Improved Gravitational Search Algorithm (IGSA) ,XGBoost 
classifier 
 

 

INTRODUCTION 

In today's rapidly developing digital environment, every device is connected with the physical world using the IoT. 

IoT is progressively considered as the "Internet of Everything" (IoE) because it includes all types of smart devices 

[1]. According to a global market survey, by 2025, the number of connected IoT devices is estimated to be 21.5 

billion. In addition, IoT systems usually store and maintain data in a distributed manner, instead of depending on 

the very centralized method of collecting storage and processing resources in huge data centers [2].The absence of 

dedicated anomaly detection systems and robust security measures in heterogeneous IoT networks makes them 

susceptible to numerous attacks like spoofing, data leakage, and denial of service (DoS/DDoS). These 

susceptibilities can cause severe consequences such as system disruptions, hardware damage, and even physical 

harm. [3]. 

Efficient Intrusion Detection Systems (IDSs) are required for protecting IoTsmart devices while lessening resource 

consumption. A Distributed IDS (DIDS) for ioT environment is mainly efficient since it can detect abnormal 

behaviour in a component by using the cooperation between different IoT devices[4]. Owing to the unique 

characteristics of IoT networks, implementing DIDS in IoT environments presents several challenges [5]. 
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ML and DL approaches have been progressively proposed to recognize and alleviate security threats. However, 

conventional ML approaches did not have optimal data set management and feature learning, which can weaken 

the attack detection’s accuracy. In high-dimensional data generated by thousands of IoT sensors and devices, 

managing inappropriate features can cause overfitting, making decisions based on more training time and noise [6] 

Conventional anomaly detection systems are ineffectual in IoT ecosystems since the range of normal behaviors 

shown by devices is much wider and more dynamic when compared to that in conventional IT environments. The 

attack detection’s accuracy is significantly influenced by challenges in data set management and optimal feature 

learning. But existing IDSs in the literature did not concentrate on this issue. 

OBJECTIVES 

• To select the optimal features in the dataset, using advanced optimization techniques. 

• To classify the data as normal or anomaly,using ML based algorithms. 

RELATED WORKS 

Bakhsh et al. [7] proposed an adaptive IDS and Prevention System (IDPIoT) to reinforce security when the number 

of connected devices grows.Qaddoura et al. [8] proposed a novel three-stage approach for IDS, which includes 

oversampling, clustering and data reduction, and classification using a Single Hidden Layer Feed-Forward Neural 

Network (SLFN).  

Sohail et al. [9] proposed a Multi-tiered ANN Model for IDS (MAMID), which is a scalable solution for optimal 

hyperparameter selection for achieving high accuracy in identifying security attacks.Wang et al. [10] proposed a 

Transformer-based IoT Network IDS (NIDS) that learns attack behaviours from different data types generated in 

heterogeneous IoT environments. 

PROPOSED METHODOLOGY 

Overview  

In this work, we propose to design a DIDS for IoT, using ML models and optimization techniques. The KDD cup 

dataset will be used in the training process. Initially, during pre-processing phase, for data exploration and 

visualizing the high-dimensional data, t-SNE and PCA techniques are applied which are unsupervised non-linear 

dimensionality reduction techniques. For selecting the optimal features from the pre-processed dataset, the IGSA 

algorithm is applied. For classifying the data as normal or anomaly, the XGBoost classifier is applied.  

In this work, the KDD cup dataset [11] is used for training. It contains the following 42 features with 494021 

records. The target class “intrusion_type” contains 23 output labels. 

Phase 1 Preprocessing 

For data exploration and visualizing the high-dimensional data, t-SNE and PCA techniques are applied which are 

unsupervised non-linear dimensionality reduction techniques. 

Phase 2: Optimal Feature Selection 

For selecting the optimal features from the pre-processed dataset, the Improved Gravitational Search Algorithm 

(IGSA) [13] is applied. 

The steps involved in this algorithm are as follows: 

1. Initialize the adaptive GSA to create the initial particle swarm. 

2. Define parameters comprising the maximum number of iterations NCMax, swarm size N, maximum distance 

Rpmax, search space dimension XDim, minimum distance Rpmin, gravitational constant, attenuation rate, constant 

value, and other relevant parameters. 

3. Assess the particle boundaries within the population and calculate the fitness values for all particles.  

The following equations are used to calculate best(t) and worst(t). 

 {
𝐵(𝑡) = max 𝑓𝑖𝑡(𝑡), 𝑖 ∈ {1,2, … 𝑁} 

𝑊(𝑡) =  min 𝑓𝑖𝑡(𝑡), 𝑖 ∈ {1,2, … 𝑁} 
    (1) 
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4. Obtain the inertial mass Zi(t) of the particles on the basis of B(t) and W(t) from  

Equation (6). 

 {
𝑧𝑖(𝑡) =

𝑓𝑖𝑡𝑖(𝑡)−𝑤(𝑡)

𝑏(𝑡)−𝑤(𝑡)

𝑍𝑖(𝑡) =  
𝑧𝑖(𝑡)

∑ 𝑚𝑗(𝑡)𝑁
𝑗=1

     (2)  

5: Update the gravitational constant R as per Equation 7. 

R(t) = 
𝑅0

1+𝑒𝛽(𝑡−𝑡𝑐)/𝑇0 ≤ 𝑡𝑐 < 𝑇    (3) 

6: Compute the distances between particles as per Equations (4)-(5),  

Euclidean distance Dij(t) = ||Xi(t) − Xj(t)||2   (4) 

Population Density PD = 
1

𝑁
∑ 𝑑𝑖(𝑡)𝑁

𝑖=1   (5)  

where N, D, and di indicate the number of particles, dimensionality, and average distance between the ith particle 

and other particles. 

Fixed distance is computed as follows: 

FD (PD ) = {𝐹𝐷𝑚𝑖𝑛 + (𝐹𝐷𝑚𝑎𝑥 − 𝐹𝐷𝑚𝑖𝑛)𝑒1−
1

𝑃𝐷  𝑃𝐷 < 1 (6) 

FD (PD ) = {𝐹𝐷𝑚𝑖𝑛 + (𝐹𝐷𝑚𝑎𝑥 − 𝐹𝐷𝑚𝑖𝑛)𝑒1−𝑃𝐷  𝑃𝐷 ≥ 1 

Where PD is population density, 𝐹𝐷𝑚𝑖𝑛 𝑎𝑛𝑑 𝐹𝐷𝑚𝑎𝑥 are the minimum and maximum values of the fixed distance 

respectively, 

7: : Compute the gravitational and resultant forces (GF) around the particles, which is given by: 

GF𝐺𝐹𝑖𝑗
𝑘(𝑡) = 𝐺(𝑡)

𝐼𝑀𝑎𝑖(𝑡)×𝐼𝑀𝑎𝑗(𝑡)

𝐹𝑖𝑗
𝐹𝐷(𝑃𝐷)

(𝑡)+∈
 (𝑥𝑗

𝑘(𝑡) − 𝑥𝑖
𝑘(𝑡))  (7) 

Where ε = a very small constant, IMaj(t) = inertial mass of the action object j, IMai(t) = inertial mass of the action 

object i 

8: Calculate the particles' acceleration as per Equation (8). 

ACCi(t) = Fi (t)/Mi(t)     (8) 

9: Update the particles' speeds and positions as per Equations (9)-(12). 

𝑉𝐸𝑖
𝑘(𝑡 + 1) = 𝑟𝑎𝑛𝑑𝑖 × 𝑉𝐸𝑖

𝑘 + 𝐴𝐶𝐶𝑖
𝑘)(𝑡)    (9) 

The adaptive position update is given by: 

𝑥𝑖
𝑘(𝑡 + 1) =  𝜇 × 𝑥𝑖

𝑘(𝑡) + 𝛾 × 𝑣𝑖
𝑘(𝑡 + 1)    (10) 

where 𝜇 = 𝑒−𝑑𝑖𝑚∗(𝑡/𝑇max )𝑤      (11) 

𝛾 = 1 −
𝑡

𝑇𝑚𝑎𝑥+𝑏𝑒𝑡𝑟𝑎𝑛𝑑
      (12) 

w = integer in the range [1,50], T = current number of iterations of the algorithm, Tmax = maximum number of 

iterations set for the algorithm, betarnd = random number generated by the [0, 1] beta distribution, The 𝜇’s and γ’s 

range are (0, 1). 

10: Iterate from step 2 until the maximum number of cycles or accuracy requirements are fulfilled. 

11: Exit the loop and output the algorithm results. 

The features which reflect the device characteristics and behaviour related to various attacks are only considered. 

Each feature has been assigned a weight value. 
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Phase 3: Classification 

For classifying the data as normal or anomaly, the XGBoost classifier is applied. eXtreme Gradient Boosting 

(XGBoost) is a boosting technique that belongs to the ensemble-based method. It includes constructing a series of 

decision trees, which is called as a sequential ensemble method. This method produces results with low bias and 

high variance, since the model has a strong capability to fit the training information. 

EXPERIMENTAL RESULTS 

The proposed optimized feature selection technique for DIDS has been implemented in Python 3.0 with Google 

Colab environment. 

Dataset Description and Visualization 

The KDD cup dataset contains the following 42 features with 494021 records. The format of the KDD cup dataset is 

shown in Figure 1. 

 

Figure 1 Dataset format 

Classification Results 

The performance of the optimized XGBoost classifier has been compared with the XGBoost with PCA and normal 

XGBoost classifier without applying any dimension reduction or optimization techniques.  The classification 

performance is evaluated in terms of the following measures : Accuracy and F1-score 

Table 1 and Figure 2 show the comparison results of accuracy and F1-score for these 3 approaches.  

 Techniques Accuracy 

F1-

score 

XGBoost-Optimized 99.65 98.35 

XGBoost-Normal 97.35 96.4 

XGBoost-PCA 98.6 97.58 

Table 1 Comparison results of accuracy and F1-score 
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Figure 2 Comparison Results 

As seen from Figure 2, the optimized XGBoost classifier attains highest accuracy of 99.65% and highest F1-score of 

98.35% , when compared to the other two classifiers.  

 CONCLUSION 

In this paper, an optimized feature selection technique for Distributed Intrusion Detection System (DIDS) in IoT 

environments has been proposed. During the preprocessing phase, t-SNE technique is applied for data exploration 

and visualizing the high-dimensional data and PCA technique is applied for dimensionality reduction. Then, for 

selecting the optimal features from the preprocessed dataset, the IGSA is applied. Finally, for classifying the data as 

normal or anomaly, the XGBoost classifier is applied. In this work, the KDD cup dataset is used for training, which 

contains the 42 features with 494021 records.  The performance of the optimized XGBoost classifier has been 

compared with the XGBoost with PCA and normal XGBoost classifier without applying any dimension reduction or 

optimization techniques. Experimental results show that the optimized XGBoost classifier attains highest accuracy 

of 99.65% and highest F1-score of 98.35% , when compared to the other two classifiers.  
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