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Cloud computing contains a huge amount of data, which makes it a common target for 

cyberattacks to access confidential data using various illegal methods. One of these attacks is the 

Structure Query Language injection attack SQLIA, It is categorised as one of the most prevalent 

threats to obtaining, modifying, or destroying data by the Open Web Application Security Project 

(OWASP). Therefore, it has become necessary to create a model to detect attacks on data on the 

cloud to protect it, in order to increase trust between individuals and institutions and not make 

this data available to people who are not authorized to access it. To solve these problems, this 

study presents a proposal to improve the protection of the cloud computing environment 

through two contributions.The first contribution is developing a machine learning model, known 

as a logistic regression framework, that serves as a mediator between the client and the server. 

Its goal is to ascertain the kind of requests that are received from the customer layer and whether 

or not they include hazardous or typical payloads. The second contribution is illustrating how 

dangerous it is for the cloud computing infrastructure and for consumers and organisations to 

rely on false forecasts regarding the confidentiality, integrity, and real-time availability of data.. 

The results obtained from applying the proposed model showed a very high accuracy of 99.82, 

and showed low rates of false negatives and positives. In addition, the time it takes to determine 

the type of request sent is 0.1514 seconds. 
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INTRODUCTION 

Cloud computing virtualization technology offers effective resources to end-users. Cloud computing is characterized 

by its manageability, scalability, and availability. Cloud computing confers several advantages, including economic 

viability, accessibility of on-demand services, convenience, ubiquity, multi-tenancy, adaptability, and dependability 

[1], . Cloud computing offers a range of service delivery models and development patterns, including Platform as a 

Service (PaaS), Software as a Service (SaaS), and Infrastructure as a Service (IaaS). Additionally, cloud computing 

encompasses various deployment models, such as Public Cloud, Private Cloud, Hybrid Cloud, Community Cloud, and 

Virtual Private Cloud [1],[2].   Although the cloud has many benefits, there are also many security risks. Among these 

dangers, (SQLIA) has lately gained more attention since it enables attackers to overcome authentication, access 

confidential information, edit data, or destroy databases [3].  

SQLIA is a technique that can be employed to exploit database applications that are driven by web-based interfaces. 

These attacks may appear in various forms, contingent upon the attacker's objectives. The primary cause of (SQLIA) 

is inadequate validation of user input. According to OWASP Project statistics, it is among the top most dangerous 

attacks susceptible to database-driven web applications [4]. Thus, the remaining sections of this work will be 

organised as follows: Previous research about this study will be discussed in the second section. An overview of some 

of the ideas utilised in this work is given in the third section. The Framework of this paper and the obtained results 

will be clarified in the fourth and fifth sections, respectively. In the six sections, the most critical conclusions that 

have been reached will be mentioned. 
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RELATED WORK  

Numerous articles about the function of cloud computing in the security industry have been published recently. But 

as of yet, no comprehensive answer to this issue has emerged. For instance, Muhammad Azizi M. et al. [5] suggested 

a method to show how to start API depletion attacks and spying on cloud API authentication services. The AD3 

algorithm is suggested for use in assault detection in this study. This study, however, is hampered by a thorough 

practical analysis. 

Nicole V. Nanane and others [6] detected several cloud threats using machine learning algorithms  Support Vector 

Machine (SVM); nevertheless, this study does not describe the actual cloud environment utilized in the work, nor 

does it go into detail about the results produced and their accuracy percentage. 

Yan Hou and Kuisheng Wang [7]  the suggested kind of SQL detection technique embeds input cleaning and dynamic 

assessment into the cloud environment. There are three steps in the procedure. The method's initial step is to analyze 

the SQL keywords, and then it creates a rule tree by analyzing the syntax rules in the SQL statement. Finally, it uses 

a model established by SQL syntax regulation to investigate ternary trees to detect attacks; however, the accuracy is 

not observed. 

Dharitri Tripathy and et al [8] Proposed to use machine learning methods for application-level SQL injection 

detection. With a detection rate of more than 98%, the algorithms used can discriminate between legitimate and 

malicious payloads. Although this method was successful, it did not illustrate the temporal complexity o f obtaining 

the results. 

B. Shunmugapriya and Dr. B. Paramasivan [9] offered Twofish encryption algorithm to encrypt the data that the 

owner uploaded. The approach worked well to reduce the SQLIA but was unable to identify the assaults. 

Solomon Ogbomon Uwagbole and et al [10] Suggested to create a web application that anticipates dictionary word 

lists as vector variables to display massive amounts of learning data. The prior method for teaching machine learning 

(ML) to anticipate and prevent SQLIA yields accurate results, however the precision found in my article was 99.82. 

 

BACKGROUND  

Information Security Requirements 

Information confidentiality, Integrity, and availability are at the foundation of Information Security Requirements 

and have found widespread application in a wide range of academic disciplines [11]. Cloud technologies are 

extensively employed in developing IT infrastructure for various entities such as businesses, academic institutions, 

governments, and individuals, as they offer practical data processing and storage options. Despite numerous benefits, 

several limitations exist, particularly in the domains of security, dependability, and efficiency of computing and 

communication [12] ,[13]. 

Confidentiality relates to regulations and limitations that restrict entry to specific categories of data and safeguard 

user information as confidential, exclusive, and inaccessible even to the cloud vendor. The fundamental concept of 

information security involves the maintenance of a comprehensive and unimpaired data framework, which is 

sustained by the principle of Integrity. The data stored in cloud computing systems must remain unaltered by any 

party other than the rightful owner. The term )Availability (denotes the uninterrupted accessibility of a service to the 

user. 

      Machine Learning Techniques 

      The utilization of the Logistic Regression (LR) approach has been widely  featured in numerous areas. The LR 

approach is applied when the aim is to categorize data elements into classes. LR typically involves a binary target 

variable, wherein the data is classified as either 1 or 0, representing positive or negative detection status [14],[15]. 

Our logistic regression technique seeks to represent the connection between the target factor and the variables that 

predict it by locating the best fit that is detection possible. 
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   Data preparation 

      To address the problem of the ML models not understanding the dataset when it is text, preprocessing is used to 

convert text vectors into numerical data. As an illustration, the terms denote categorical attributes within the 

documents, and a singular vector will be assigned to each phrase. The technique in question is commonly referred to 

as vectorization. The methods of CountVectorizer and TF-IDFVectorizer are frequently employed for text 

vectorization. These vectorization methods are utilized for generating vectorized representations of textual 

information. The TF-IDFVectorizer differs from the countVectorizer in that it captures the weighted probability of 

every token concerning the total number of times occurs in a document [16], [17]. 

CountVectorizer is a popular method for obtaining numerical text data and generating class attributes. Frequent 

terms in the training text are the only ones considered. The text is converted into a word repetition matrix by applying 

CountVectorizer using the matrix fit function. This matrix is then used to determine how many times each word 

appears. [4]. 

Algorithm 1:  Preprocessing dataset   

Input: dataset before starting preparation. 

Output: set of vocabularies 

Begin: 

Stage 1: Based on CountVectorizer, alter text into a list of vocabularies. 

Stage 2: Remove frequently utilized expressions. 

Stage 3: Eliminate the terms with the lowest frequency of usage. 

Stage 4: Remove all stopwords. 

Stage 5: Transform all vocabularies to lowercase letters. 

Stage 6: Organize the dictionary in ascending order. 

The presence of a term is denoted by the numerical value of 1 within the text, while its absence is 

represented by the numerical value of 0. 

Stage 7: Iterate through steps 1 to 6 to transform the textual dataset into numerical 

representations. 

 End  

 

Training and Testing Method 

The study utilized the holdout method, whereby 80% of the dataset was allocated for learning and the remaining 20% 

for the testing phase [18].  

Performance evaluation 

The basic values used to evaluate the machine learning algorithm's performance are FP, FN, TP), and (TN), which 

represent the confusion matrix's basic values by which the Accuracy, Precision, and Recall equations are calculated. 

and F1-score[19]. 

True positives refer to cases where expected values are accurate, specifically when the expected category is positive 

and, in fact, the current positive. 

True negatives refers to instances where negative values are accurately predicted. Specifically, this means that the 

expected class value is no, and the actual class value is also no. 

The term false positives refer to a situation in which the predicted classification is positive while the correct 

category is negative. 
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A false negative is a term used to describe a situation where the predicted classification is negative while the actual 

classification is positive. 

The purpose of using the previous variables is to measure the efficiency of the proposed model by applying a set of 

metrics as shown below: 

Accuracy: The ratio of accurately forecast observations to total observations . In mathematics, an equation is defined 

formally as [20], [21], [22]: 

𝒂𝒄𝒄𝒖𝒓𝒂𝒄𝒚 =  
(𝑻𝑷 + 𝑻𝑵)

(𝐓𝐏 + 𝐓𝐍 + 𝐅𝐏 + 𝐅𝐍)
 

Precision: It is the ratio of true positives to the set of true positives and false positives. Formally, the formula is defined 

as:: 

𝐏𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧 =  
𝑻𝑷

(𝐓𝐏 + 𝐅𝐏)
 

Recall: It is the ratio of true positives to the set of true positives and false negative. Formally, the formula is defined 

as. Formally, the equation is defined as: 

𝐑𝐞𝐜𝐚𝐥𝐥 =  
𝑻𝑷

(𝐓𝐏 + 𝐅𝐍)
 

F1-score: The F1-score is calculated as the harmonic mean of precision and recall. The equation is formally defined 

as: 

𝐅𝟏 𝐬𝐜𝐨𝐫𝐞 =    
𝟐 ∗(𝐫𝐞𝐜𝐚𝐥𝐥 ∗ 𝐩𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧) 

(𝐫𝐞𝐜𝐚𝐥𝐥 + 𝐩𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧)
 [23] ,[24], [25] 

 

FRAMEWORK 

Building a framework to detect SQLIA against the cloud computing environment requires many stages, as the 

framework in this study involves several steps: 

1. Requests to be submitted to the environment of cloud computing are entered through the first layer, which 

is representative of the user layer. 

2. The second layer, which represents the safety layer, is composed of several stages, as will be described below: 

 

• The first stage: The first stage is to collect data on the study problem 

• The second stage: conducting the process of preparing the dataset to organize it in a way that is 

compatible with the machine learning algorithms. 

• The third stage: dividing the dataset into a group to learn the approach ML and another group to test the 

approach. 

• The fourth stage: applying the logistic regression model to the training data set to adjust and configure 

the model to classify new requests. 

• Fifth stage: using the test dataset to test the model. 

• The sixth phase involves assessing the model with a confusion matrix and a range of effectiveness 

efficiency metrics. 

This layer contains a logistic regression model that classifies sent requests as to whether they have harmful payloads. 

3. The third layer: involves the cloud computing environment layer. 

The diagram below describes the Framework of the proposed model: 
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RESULT  

This section presents the results using 3780 cases containing normal and harmful payloads. The table below shows 

the results of a set of measures used to determine the efficiency and Accuracy of the model in identifying and 

classifying submitted queries. 

 

 

 

 

 

Figure 1. Block Diagram for Proposed Framework 
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Datasets: SQLIA   

Volume dataset:   18900   instance   

Learning stage: (15120, 10678)                                     

Testing stage: (3780, 10678) 

Accuracy Precision Recall F1-score Time Complexity 

98.78 99.82 98.60 99.21 0.1514 

TP FP TN FN  

2892 5 842 41  

 

In this part, a comparison will be made between the previous study clarified in the second section of this study and 

the results obtained from the application of this model. Where most of the previous research did not mention the 

accuracy of the classification and the time it takes to discover and classify the type of payload sent, as well as the 

method of protection. Is the protection layer adjacent to the user layer or the server layer.   

CONCLUSION  

As a result of the increasing uses of cloud computing, it has become necessary to provide the necessary protection 

and identify attacks against it at the required time to maintain the principles of basic information security (CIA), in 

addition to preserving customer and institutional data. This study suggested a model to identify the type of request 

sent by a user to address malicious payloads containing SQLIA that threaten users' and organizations' data in a cloud 

computing environment. This is done by building a model that uses a dataset containing samples containing both 

harmful and benign payloads. This model works as an intermediate protection layer between the user layer and the 

cloud computing environment layer. The most important contributions made by this model are: 

● Create a model that acts as a layer that separates the data layer and the user layer, to enhance security and 

prevent unauthorized individuals from accessing the data. 

● When machine learning models are applied, they produce a set of values (FP, FN, TP, TN), where the accuracy 

of these values affects the confidentiality, integrity and availability of the data. Therefore, when the value is 

FN, the model has classified the malicious payloads as normal, allowing a malicious user to access enterprise 

and user data, violating data confidentiality, integrity, and availability. 

● If the result is FP, it concludes that the model classified normal payloads as malicious, resulting in a data 

availability violation and not allowing authorized people to access their data. 

● But if the values are TP and TN, it is concluded that the model has accurately classified the requests. 

Therefore, when building a SQLIA detection model, false positives and negatives should be reduced to as few 

as possible because of their impact on basic information security principles. 
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