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Enterprise Linux infrastructure operates under strict regulatory, security, and 
operational governance requirements. Ensuring continuous compliance across 
large and distributed Linux environments remains a persistent challenge due 
to system scale, configuration drift, and frequent operational changes. 
Traditional compliance governance approaches rely on periodic audits, static 
control checks, and manual remediation processes, which often fail to provide 
timely visibility into compliance violations and emerging risks. This paper 
proposes an autonomous compliance governance framework for Linux 
infrastructure using AI-based control models. The framework represents 
compliance controls and governance policies as declarative artifacts and 
continuously evaluates runtime system states against these controls. Artificial 
intelligence techniques are applied to model control behavior, analyze 
deviation patterns, and adapt compliance validation based on system context 
and historical trends. Rather than enforcing rigid rule-based checks alone, the 
proposed approach enables adaptive governance that prioritizes high-risk 
violations while maintaining transparency and auditability. Through 
architectural analysis and controlled evaluation in enterprise Linux 
environments, the study demonstrates that AI-assisted compliance governance 
improves detection accuracy, reduces recurring compliance violations, and 
enhances operational efficiency. The findings suggest that autonomous 
governance models can strengthen regulatory adherence and resilience while 
reducing the manual effort traditionally associated with Linux compliance 
management. 
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Enterprise Linux systems support critical workloads across industries such as finance, healthcare, 

manufacturing, and telecommunications. These systems are subject to a wide range of regulatory, 

security, and internal governance requirements that mandate consistent enforcement of compliance 

controls. Maintaining compliance across large Linux infrastructures is increasingly complex due to 

rapid infrastructure scaling, frequent configuration changes, and heterogeneous deployment 

environments. 

Traditional compliance governance in Linux environments is largely audit-driven and reactive. 

Compliance validation is typically performed through scheduled assessments, checklist-based audits, 

and manual configuration reviews. While these approaches provide formal compliance evidence, they 

offer limited visibility into compliance violations that occur between audit cycles. As a result, non-

compliant configurations may persist for extended periods, increasing regulatory exposure and 

operational risk. 

Configuration drift further complicates compliance governance. Linux systems are frequently modified 

through patching, application deployments, emergency fixes, and environment-specific adjustments. 

Even in organizations that adopt automation and Infrastructure-as-Code practices, runtime deviations 

and exception handling can introduce inconsistencies that undermine compliance objectives. Static 

control definitions and rule-based validation mechanisms struggle to adapt to these dynamic 

conditions. 

Recent advances in artificial intelligence provide opportunities to enhance compliance governance by 

introducing adaptive and context-aware control evaluation. AI-based models can analyze historical 

compliance data, identify recurring violation patterns, and assess control effectiveness based on system 

behavior and criticality. When applied carefully, AI can support governance functions by improving 

prioritization, reducing false positives, and enabling continuous compliance assessment without 

eliminating human oversight. 

This paper explores an autonomous compliance governance approach for enterprise Linux 

infrastructure using AI-based control models. The proposed framework integrates declarative control 

definitions with continuous system evaluation and AI-assisted analysis to enable adaptive governance. 

The contributions of this work include a structured governance architecture, practical validation 

methodology, and an evaluation of operational effectiveness in real-world Linux environments. By 

focusing on explainability, auditability, and scalability, the proposed approach aims to bridge the gap 

between static compliance models and the dynamic nature of modern Linux infrastructures. 

 

2. Background and Related Work 
2.1 Compliance Governance in Enterprise Linux Environments 

Enterprise Linux infrastructures are governed by a wide range of regulatory, security, and 

organizational compliance requirements. These requirements mandate the consistent enforcement of 

controls related to system hardening, access management, auditing, data protection, and operational 

integrity. Compliance frameworks commonly adopted in enterprise environments include industry 

standards, internal governance policies, and regulatory mandates specific to sectoral domains. 

Compliance governance in Linux systems traditionally relies on documented controls, periodic audits, 

and manual verification processes. Security teams typically assess compliance by comparing system 

configurations against predefined checklists or benchmark standards. While this approach provides 

formal compliance evidence, it often lacks continuous visibility into the operational state of systems. As 
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infrastructure size and complexity increase, maintaining consistent compliance across all Linux 

instances becomes increasingly difficult. 

2.2 Limitations of Traditional Compliance Assessment Models 

Traditional compliance assessment models are largely static and rule-based. Controls are evaluated at 

discrete points in time, often aligned with audit schedules or regulatory reporting cycles. This results in 

delayed detection of non-compliant configurations and increases the risk of prolonged exposure to 

compliance violations. 

Additionally, static rule-based models do not account for contextual variations across systems. Certain 

deviations may be acceptable due to application requirements or operational constraints, yet traditional 

assessment tools often flag these as violations without contextual awareness. This limitation leads to 

false positives and increased manual effort during compliance reviews. 

Another challenge arises from the dynamic nature of modern Linux environments. Frequent system 

changes driven by automation, patching, and application updates can rapidly invalidate compliance 

assessments. As a result, compliance governance becomes reactive rather than proactive, relying on 

remediation after violations are detected rather than preventing non-compliance in real time. 

 

2.3 Policy-as-Code and Control Automation 

Policy-as-Code and control automation have emerged as mechanisms to improve consistency and 

repeatability in compliance governance. By expressing compliance controls as declarative policies, 

organizations can automate control enforcement and validation across Linux systems. This approach 

aligns compliance governance with Infrastructure-as-Code practices, enabling version control, peer 

review, and traceability of compliance rules. 

In Linux environments, automated control frameworks are commonly used to enforce system 

hardening standards, access restrictions, and audit configurations. These frameworks reduce manual 

intervention and improve standardization. However, most implementations remain rule-driven and 
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lack adaptive capabilities. Control definitions are static and must be manually updated to reflect 

evolving operational contexts and regulatory requirements. 

Fig:3 

 

2.4 Continuous Compliance Monitoring 

Continuous compliance monitoring extends traditional assessment models by evaluating system 

configurations on an ongoing basis. This approach improves visibility into compliance status and 

reduces the time between deviation occurrence and detection. Continuous monitoring is particularly 

valuable in large-scale Linux infrastructures where manual audits are impractical. 

Despite these advantages, continuous compliance monitoring systems often generate large volumes of 

alerts without effective prioritization. Security teams may struggle to identify which violations pose the 

greatest risk, leading to alert fatigue and delayed remediation. Furthermore, continuous monitoring 

tools typically rely on predefined rules and thresholds, limiting their ability to adapt to complex and 

evolving environments. 

 

3. Problem Statement 
Enterprise Linux infrastructures are required to comply with a diverse set of regulatory, security, and 

organizational governance requirements. These requirements mandate consistent enforcement of 

compliance controls related to system configuration, access management, auditing, and operational 

integrity. Despite the availability of automation and compliance tools, many organizations continue to 

struggle with maintaining continuous and verifiable compliance across large and dynamic Linux 

environments. 

A fundamental challenge in compliance governance is the reliance on static, rule-based assessment 

models. Traditional compliance checks are typically executed at predefined intervals, such as during 

scheduled audits or reporting cycles. These assessments provide limited temporal visibility and often 

fail to detect compliance violations that occur between evaluation periods. As a result, non-compliant 

configurations may persist for extended durations, increasing regulatory exposure and operational risk. 

Configuration drift further exacerbates compliance challenges. Linux systems are frequently modified 

through patching, application deployments, emergency changes, and environment-specific 
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adjustments. Even when compliance controls are defined using automated frameworks, runtime 

changes can introduce deviations that are not immediately detected or evaluated. Static control 

definitions lack the ability to adapt to contextual variations, leading to both false positives and missed 

violations. 

Another significant limitation lies in the scalability of compliance governance. Enterprise environments 

may consist of thousands of Linux systems distributed across on-premises, virtualized, and cloud 

platforms. Existing compliance tools often generate large volumes of findings without effective 

prioritization mechanisms. Security and compliance teams are forced to manually assess the relevance 

and impact of violations, resulting in increased operational burden and delayed remediation of high-

risk issues. 

Additionally, existing governance models struggle to balance automation with explainability and 

accountability. Fully automated or opaque decision-making models are often unsuitable for regulated 

environments, where auditors and stakeholders require clear justification for compliance decisions. 

Governance mechanisms must provide traceable evidence, explain control outcomes, and support 

human oversight to meet regulatory expectations. 

In summary, the core problem addressed in this paper is the absence of an autonomous compliance 

governance approach for enterprise Linux infrastructures that can continuously evaluate compliance 

controls, adapt to operational context, and prioritize violations while remaining transparent and 

auditable. Addressing this problem requires governance models that move beyond static rule 

enforcement and incorporate adaptive, context-aware analysis without compromising regulatory trust 

and operational control. 

 

4. Proposed Autonomous Compliance Governance Architecture 
Fig:4 
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4.1 Architectural Overview 

The proposed autonomous compliance governance architecture is designed to continuously evaluate, 

manage, and improve compliance across enterprise Linux infrastructures. The architecture integrates 

declarative compliance controls with continuous system evaluation and AI-based control models to 

support adaptive governance while preserving transparency and auditability. Rather than replacing 

existing compliance frameworks, the architecture augments them by introducing autonomous analysis 

and decision-support capabilities. 

At a high level, the architecture is composed of five interconnected layers: the Control Definition Layer, 

the Control Enforcement Layer, the Continuous Compliance Evaluation Layer, the AI-Based Control 

Model Layer, and the Governance and Reporting Layer. These layers operate as a closed-loop system 

that enables continuous governance, risk-aware prioritization, and traceable compliance decision-

making. 

4.2 Control Definition Layer 

The Control Definition Layer serves as the authoritative source for compliance governance. In this layer, 

compliance controls are defined declaratively using Policy-as-Code principles. Control definitions 

capture regulatory requirements, internal governance policies, and operational constraints relevant to 

Linux systems. Examples include access control rules, logging configurations, service restrictions, and 

system hardening parameters. 

All control definitions are stored in a version-controlled repository, enabling peer review, traceability, 

and controlled change management. By representing compliance controls as code, this layer ensures 

consistency across environments and supports auditability by maintaining a clear record of control 

evolution over time. 

4.3 Control Enforcement Layer 

The Control Enforcement Layer is responsible for applying defined compliance controls to Linux 

systems. Enforcement is achieved through automated configuration management and orchestration 

mechanisms that ensure systems adhere to declared policies during provisioning and maintenance 

activities. 

Enforcement actions are designed to be idempotent and minimally disruptive. Changes are applied only 

when deviations from defined controls are detected. This approach reduces unnecessary configuration 

changes and helps maintain operational stability, particularly in production environments. 

Importantly, enforcement is separated from evaluation to avoid bias in compliance assessment. 

4.4 Continuous Compliance Evaluation Layer 

The Continuous Compliance Evaluation Layer continuously monitors Linux system configurations and 

operational states to assess adherence to defined controls. System data is collected periodically and in 

response to relevant operational events, such as configuration changes or patch deployments. Collected 

data includes security-relevant configuration settings, service states, and access controls. 

Evaluation logic compares observed system states against declared control definitions to identify 

violations, partial compliance, and contextual exceptions. Validation outputs are normalized to ensure 

consistent interpretation across heterogeneous Linux distributions and environments. This layer 

provides near real-time visibility into compliance posture without relying on periodic audits. 
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5. Methodology and Compliance Validation Approach 

 

5.1 Methodological Overview 

The methodology adopted in this study is designed to evaluate autonomous compliance governance in 

enterprise Linux infrastructures through a structured, repeatable, and auditable process. The approach 

integrates declarative control definitions, continuous system evaluation, and AI-based control modeling 

to assess compliance status and support governance decisions. Emphasis is placed on minimizing 

operational disruption while ensuring accurate and timely detection of compliance violations. 

The compliance validation process operates as a continuous cycle consisting of control definition, 

system state observation, compliance evaluation, control modeling, and governance feedback. This 

cyclical approach enables persistent alignment between defined compliance requirements and actual 

system behavior. 

5.2 Compliance Control Definition and Classification 

Compliance controls are defined using Policy-as-Code principles and organized into logical categories 

based on control function and regulatory intent. Examples include access control, audit logging, system 

hardening, and service configuration controls. Each control is associated with expected system states, 

acceptable ranges, and exception conditions where applicable. 

Controls are further classified by criticality, regulatory impact, and operational sensitivity. This 

classification supports downstream prioritization and contextual evaluation. Control definitions are 
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maintained in a version-controlled repository to ensure traceability, peer review, and alignment with 

governance processes. 

5.3 System State Observation and Data Collection 

System state data is collected continuously from Linux systems using automated mechanisms. Observed 

data includes configuration parameters, access permissions, service statuses, and audit-related settings 

relevant to compliance controls. Data collection occurs at regular intervals and in response to 

operational events such as configuration changes, patch installations, or service restarts. 

Collected data is normalized to account for variations across Linux distributions and deployment 

environments. This normalization ensures consistent evaluation and enables scalable compliance 

governance across heterogeneous infrastructures. 

5.4 Continuous Compliance Evaluation 

Continuous compliance evaluation is performed by comparing observed system states against defined 

control expectations. Each control is evaluated independently to determine compliance status, partial 

compliance, or violation. Evaluation results include metadata such as timestamp, system identifier, and 

control category to support traceability and trend analysis. 

The evaluation process is designed to be non-intrusive and operates independently of control 

enforcement. This separation ensures unbiased assessment of system compliance and reduces the risk 

of masking violations through automatic remediation. 

 

6. Implementation Details 
6.1 Enterprise Environment Overview 

The proposed autonomous compliance governance framework was implemented in enterprise Linux 

environments representative of production infrastructure. The environment consisted of multiple 

Linux systems distributed across development, testing, and production tiers. Systems were deployed in 

both virtualized and cloud-hosted environments to reflect common enterprise deployment models. 

The Linux platforms used in the implementation included widely adopted enterprise distributions 

configured with centralized authentication, logging, patch management, and monitoring services. 

Compliance requirements were aligned with internal governance policies and industry-recognized 

security and regulatory standards commonly applied to enterprise Linux systems. 

6.2 Compliance Control Implementation 

Compliance controls were implemented using declarative Policy-as-Code definitions. Each control 

captured expected system states and acceptable configuration parameters related to security and 

governance requirements. Control definitions addressed areas such as access management, audit 

logging, service configuration, privilege restrictions, and system hardening. 

All control artifacts were stored in a centralized version-controlled repository. This enabled controlled 

updates, peer review, and traceability of changes. Control modifications followed established change 

management processes to ensure alignment with governance and audit requirements. 

 

 



Journal of Information Systems Engineering and Management 
2024, 9(4s) 

e-ISSN: 2468-4376  

 

https://jisem-journal.com/ Research Article  

 

3388 
Copyright © 2024 by Author/s and Licensed by JISEM. This is an open access article distributed under the Creative 

Commons Attribution License which permits unrestricted use, distribution, and reproduction in any medium, provided 

the original work is properly cited. 

6.3 Control Enforcement Mechanism 

Control enforcement was implemented using automated configuration management tools capable of 

applying compliance policies consistently across Linux systems. Enforcement activities occurred during 

system provisioning and ongoing maintenance cycles. Controls were applied in an idempotent manner 

to ensure stability and prevent unintended configuration changes. 

To maintain separation of concerns, enforcement mechanisms operated independently from 

compliance evaluation. This design ensured that compliance assessments reflected actual system state 

rather than enforced outcomes, preserving the integrity of governance analysis. 

6.4 Continuous Compliance Evaluation Setup 

Continuous compliance evaluation was achieved by collecting runtime configuration data from Linux 

systems at regular intervals and after operational events such as configuration updates or patch 

installations. Collected data included control-relevant configuration settings, service statuses, and 

access permissions. 

Evaluation logic compared observed system states against defined compliance controls to determine 

compliance status. Results were normalized and structured to support consistent interpretation across 

heterogeneous environments. This setup enabled near real-time visibility into compliance posture 

without relying on periodic audits. 

6.5 AI-Based Control Model Implementation 

The AI-based control model component was implemented as an independent analysis layer consuming 

compliance evaluation outputs. Historical compliance data was stored and analyzed to identify 

recurring violation patterns and assess control behavior across systems. Machine learning techniques 

were applied to classify and prioritize compliance violations based on control criticality, persistence, 

and contextual factors. 

The AI component was intentionally limited to analytical functions. It did not autonomously enforce 

controls or override governance decisions. Instead, it provided prioritized insights and trend analysis 

to support compliance teams in making informed remediation decisions. This approach ensured 

transparency and regulatory acceptability. 

 

7. Evaluation Metrics and Experimental Setup 
7.1 Evaluation Objectives 

The objective of the evaluation was to assess the effectiveness of the proposed autonomous compliance 

governance framework in maintaining continuous compliance across enterprise Linux infrastructures. 

The evaluation focused on measuring the framework’s ability to detect compliance violations, adapt to 

operational changes, and support efficient governance decision-making while preserving system 

stability and auditability. 

Specific goals included evaluating compliance detection accuracy, response timeliness, prioritization 

effectiveness of AI-based control models, and the operational overhead introduced by continuous 

governance mechanisms. 
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7.2 Experimental Environment 

The experimental setup consisted of multiple Linux systems deployed across isolated environments 

representing development, testing, and production tiers. Systems were configured with predefined 

compliance controls aligned with enterprise governance policies. Controlled compliance deviations 

were introduced to simulate real-world scenarios such as unauthorized configuration changes, 

incomplete logging configurations, and access control violations. 

The environment included both long-running systems and newly provisioned instances to evaluate 

governance behavior across different lifecycle stages. Validation and analysis components were 

deployed centrally to collect, process, and analyze compliance data. 

7.3 Experimental Procedure 

The evaluation was conducted in multiple phases. Initially, baseline compliance assessments were 

performed using traditional rule-based methods to establish reference metrics. Controlled violations 

were then introduced, and continuous compliance governance was enabled. 

Compliance evaluation cycles were executed at regular intervals and after operational events. AI-based 

control models analyzed evaluation outputs to prioritize violations. Results were collected and 

compared across evaluation phases to assess improvements in detection accuracy, prioritization, and 

operational efficiency. 

7.4 Data Collection and Analysis 

Compliance evaluation results and AI-assisted analysis outputs were stored in structured formats to 

support quantitative and qualitative analysis. Historical data enabled trend analysis and measurement 

of recurring violations. Expert review was used as a benchmark for assessing prioritization accuracy and 

governance effectiveness. 

Collected metrics were aggregated and reviewed to identify patterns related to compliance stability, 

system behavior, and governance workload. 

 

8. Results and Observations 
8.1 Compliance Violation Detection 

The evaluation results indicate that the proposed autonomous compliance governance framework 

consistently detected compliance violations introduced during experimental scenarios. Violations 

related to access control, audit logging configuration, and system hardening parameters were identified 

during scheduled evaluation cycles and event-triggered assessments. Compared to baseline periodic 

assessment approaches, continuous evaluation improved the timeliness of detection and reduced the 

duration for which non-compliant configurations remained undetected. 

The findings demonstrate that continuous governance mechanisms provide more accurate and current 

visibility into compliance posture than traditional audit-based methods. 

8.2 Reduction in Recurring Compliance Violations 

A notable reduction in recurring compliance violations was observed over time. Systems governed 

through continuous compliance evaluation exhibited fewer repeated violations following remediation 

actions. This trend suggests that the feedback loop established by continuous evaluation and 

governance workflows contributes to improved long-term compliance stability. 
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In contrast, environments relying on static assessment models showed repeated occurrences of similar 

violations, particularly in areas affected by routine operational changes. These observations highlight 

the effectiveness of autonomous governance in preventing compliance regression. 

8.3 Detection Latency and Responsiveness 

Detection latency was significantly reduced with the adoption of autonomous compliance governance. 

Compliance violations were typically identified shortly after occurrence, either during the next 

evaluation cycle or following operational events. This reduced latency enabled faster response and 

remediation, lowering the risk of prolonged non-compliance. 

Improved responsiveness also enhanced coordination between compliance and operations teams, as 

issues were identified while contextual information about recent changes remained available. 

8.4 Effectiveness of AI-Based Control Models 

AI-based control models improved the prioritization of compliance violations by ranking high-impact 

and persistent issues above transient or low-risk deviations. Prioritization outputs showed strong 

alignment with expert assessments, indicating that AI-assisted analysis can effectively support 

governance decision-making. 

Additionally, the control models identified recurring violation patterns across systems, enabling 

proactive governance measures such as control refinement and targeted remediation strategies. These 

observations suggest that AI-based models add value beyond static rule evaluation. 

 

9. Challenges and Limitations 
While the proposed autonomous compliance governance framework demonstrates clear benefits, 

several challenges and limitations were identified during implementation and evaluation. Recognizing 

these factors is essential for understanding the practical considerations and boundaries of the proposed 

approach. 

9.1 Control Definition and Governance Complexity 

Defining comprehensive and accurate compliance controls remains a non-trivial task. Enterprise Linux 

environments often support diverse applications with varying operational requirements. Creating 

control definitions that are sufficiently strict to enforce compliance while remaining flexible enough to 

accommodate legitimate exceptions can be challenging. Overly restrictive controls may generate false 

positives, whereas overly permissive controls may weaken governance effectiveness. 

Additionally, governance policies and regulatory requirements evolve over time. Maintaining control 

definitions in alignment with changing standards requires ongoing review and coordination between 

compliance, security, and operations teams. 

9.2 Contextual Interpretation of Compliance Violations 

Not all compliance deviations represent security or regulatory risks. Certain violations may be 

intentional or necessary due to application-specific requirements or temporary operational conditions. 

Distinguishing between acceptable exceptions and genuine compliance issues requires contextual 

awareness that cannot be fully automated. 



Journal of Information Systems Engineering and Management 
2024, 9(4s) 

e-ISSN: 2468-4376  

 

https://jisem-journal.com/ Research Article  

 

3391 
Copyright © 2024 by Author/s and Licensed by JISEM. This is an open access article distributed under the Creative 

Commons Attribution License which permits unrestricted use, distribution, and reproduction in any medium, provided 

the original work is properly cited. 

Although AI-based control models improve prioritization, they rely on historical data and predefined 

context parameters. Human oversight remains essential for validating exceptions and ensuring that 

governance decisions reflect operational realities. 

9.3 Dependence on Data Quality and System Visibility 

The effectiveness of autonomous compliance governance is highly dependent on the quality, 

consistency, and completeness of collected system data. In environments where telemetry is limited or 

system access is restricted, compliance evaluation accuracy may be reduced. Inconsistent data 

collection can also impact the reliability of AI-based analysis and prioritization. 

Ensuring consistent visibility across heterogeneous Linux systems and deployment environments 

remains an ongoing operational challenge. 

9.4 Scalability and Performance Considerations 

As enterprise Linux infrastructures scale, the volume of compliance data and evaluation workloads 

increases. While the proposed architecture is designed to be scalable, performance tuning is required 

to balance evaluation frequency with resource utilization. Excessively frequent evaluations may 

introduce unnecessary overhead, whereas infrequent evaluations may reduce governance 

responsiveness. 

Distributed environments spanning multiple geographic regions or cloud providers may also introduce 

latency and coordination challenges. 

 

10. Conclusion and Future Work 
This paper presented an autonomous compliance governance framework for enterprise Linux 

infrastructures using AI-based control models. The proposed approach addresses limitations of 

traditional audit-driven compliance practices by enabling continuous evaluation of system 

configurations against declaratively defined compliance controls. By integrating Policy-as-Code, 

continuous compliance evaluation, and AI-assisted control analysis, the framework improves visibility 

into compliance posture while maintaining transparency and auditability. 

The evaluation demonstrated that autonomous compliance governance enhances the timely detection 

of compliance violations, reduces recurring non-compliance, and improves prioritization of governance 

efforts. AI-based control models contributed to reducing alert noise and supporting informed decision-

making without removing human oversight. The separation of control definition, enforcement, 

evaluation, and analysis ensured that governance outcomes remained explainable and aligned with 

regulatory requirements. 

While the framework showed practical benefits, successful adoption depends on careful control 

definition, high-quality system telemetry, and alignment with organizational processes. Autonomous 

governance should be viewed as an augmentation of existing compliance practices rather than a 

replacement. Human expertise remains essential for interpreting contextual exceptions and governing 

remediation decisions. 

Future work will focus on extending the governance framework to hybrid and containerized 

environments, where compliance requirements span multiple layers of infrastructure abstraction. 

Additional research will explore advanced AI-based control modeling techniques that incorporate 

dependency analysis and external regulatory intelligence. Improving explainability of AI-assisted 



Journal of Information Systems Engineering and Management 
2024, 9(4s) 

e-ISSN: 2468-4376  

 

https://jisem-journal.com/ Research Article  

 

3392 
Copyright © 2024 by Author/s and Licensed by JISEM. This is an open access article distributed under the Creative 

Commons Attribution License which permits unrestricted use, distribution, and reproduction in any medium, provided 

the original work is properly cited. 

insights and evaluating long-term compliance outcomes across diverse enterprise environments are 

also key areas for further investigation. These extensions aim to strengthen the adaptability and 

applicability of autonomous compliance governance in evolving Linux infrastructures. 
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