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Many plant species across the world contains bioactive chemicals which can be used for many 

life threatening diseases. Many scientists usually conduct many studies and experiment in their 

paramedical laboratories using plant species. Especially many plant species which is utilized for 

life threatening disease like cancer has been found across the dense forest and oceans. However 

on basis of those studies, acquiring of those plant species becomes complex and leads to 

extraction of incorrect plant species. On advancement of the Internet of Things and artificial 

intelligence, it becomes feasible to acquire those plant species accurately on employing those 

techniques for detection and classification task in dense forest and oceans. Traditionally many 

machine learning and deep learning architecture has been employed to achieve above specified 

function. Despite of several advantages, those approaches still lags in performance aspects. In 

order to enhance performance of detection and classification, a deep learning architecture is 

proposed in this article. Recurrent Neural Network is designed and implemented to detect and 

classify the medical plants acquired in form of images. Recurrent Neural Network is highly 

capable of the processing images containing complex structures as it can produce good 

recognition accuracy. Initially image preprocessing step composed of contrast enhancement is 

performed to enhance image pixel quality and normalize the complex structure in the image. 

Preprocessed image is applied to recurrent neural network composed of recurrent layer to 

identify complex relationship of the image pixel as it is represented in form feature map. 

Further dense layer in introduced with softmax function to process the feature map to classify 

and predict the medical plant species. Experimental results of the model are obtained using 

benchmark Mendeley dataset. On experimental and performance analysis of the model, it is 

proved that proposed model produces 98.5% recognition accuracy compared to conventional 

approaches.    

Keywords: Medicinal Plants, Recurrent Neural Network, Mendeley Dataset, Deep Learning 

 

1. INTRODUCTION  

In ancient times, Medicinal Plants were used for treatment of the many life threatening diseases. Although usage of 

the medicinal plant species has been decreased as modern medicine utilized but it significance is not reduced. Thus 

identification of the medicinal plant species to treat life threatening diseases is gaining more significance across the 

world. However manual observation of the medicinal plant is prone to inaccurate selection and utilization. Thus, it 

becomes mandatory to employ an automated method using computer vision and artificial intelligence approaches 

which assist botanist in identification of the plant accurately in dense forest and oceans. Traditionally many 

machine learning and deep learning architecture has been employed to achieve it. Despite of several advantages, 

those approaches still lags in performance aspects as it found to be high complex in identifying plant species 

effected with virus and bacterial diseases.  

In order to enhance performance of detection and classification, a deep learning architecture is proposed in this 

article. Recurrent Neural Network is designed and implemented to detect and classify the medical plants acquired 
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in form of images. Recurrent Neural Network is highly capable of the processing images containing complex 

structures as it can produce good recognition accuracy. Initially image preprocessing step composed of contrast 

enhancement is performed to enhance image pixel quality and normalize the complex structure in the image. 

Preprocessed image is applied to recurrent neural network composed of recurrent layer to identify complex 

relationship of the image pixel as it is represented in form feature map. Further dense layer in introduced with 

softmax function to process the feature map to classify and predict the medical plant species 

                The remaining part of the article is organized as follows; section 2 provides the review of related works in 

predicting and classifying plants using machine learning and deep learning architectures. Section 3 defines a new 

design of the recurrent neural network to perform prediction and classification of the medicinal plants. Section 4 

provides experimental and performance results of the proposed model against conventional approaches on 

processing benchmark dataset. Finally section 5 concludes the article with major findings. 

2. RELATED WORK  

In this section, review of the related work towards prediction and classification of medical plant using machine 

learning and deep learning is performed on its design and performance aspects is as follows  

2.1. Medicinal plant classification using Random Forest Classifier 

In this architecture, machine learning classifier named as Random Forest classifier is employed for medical plant 

classification. Initially image preprocessing is performed to obtain the high resolution image. Those preprocessed 

image is employed to feature extraction technique to extract the morphological features such as area, perimeter, 

length and width. Further those features were employed to the classifier function. Classifier function build decision 

tree using subset of features. Decision tree represents the classes of medicinal plant.  

2.2. Medicinal plant classification using Convolution Neural Network  

In this architecture, deep learning model named as Convolution Neural Network is employed for medical plant 

classification. Initially image preprocessing is performed to obtain the high resolution image. Those preprocessed 

image is employed to convolution layer of the model to extract the morphological features such as area, perimeter, 

length and width of the plant image using kernel function. Further those features were employed to the classifier 

function in fully connected layer. Classifier function uses a decision tree process on generating the subset of 

features. Decision tree generate the medicinal plant class.  

3. Proposed Model  

In this section, design of deep learning model using recurrent neural network with long short term memory model 

along preprocessing process such as contrast enhancement is performed for medicinal plant prediction and 

classification.  Component of the model is as follows  

3.1.  Image Pre-processing- Contrast Limited Adaptive Histogram Equalization  

            Contrast limited adaptive histogram equalization is applied as image preprocessing to enhance the resolution 

of the image pixel properties on contrast enhancement and image normalization. Particular process transforms the 

image into histogram for each tile. Next Clip limit is used to define maximum allowed height of the histogram for 

single histogram bin. It is calculated through tile size parameter.  Cumulative distribution function and bilinear 

interpolation is performed on basis of the clipped histogram. Cumulative distribution function provides new pixel 

intensity mapping to specified tile.  

3.2. Recurrent Neural Network  

Recurrent Neural Network which uses the multiple layer such as Input layer, hidden layer using long short term 

memory mechanism and dense layer. Working of each layer is as follows  

3.2.1. Input layer  

Input layer of the Recurrent Neural Network obtains the pixel information of the image and transforms it into 

sequential data. Transformed sequential data vector composed of feature representation is projected to hidden 
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layer of the model.  Figure 1 represents the proposed architecture of the medicinal plant classification deep learning 

model.  

 

Figure 1: Medicinal Plant Classification Deep learning model 

3.2.2. Hidden Layer  

Hidden layer of the recurrent neural network processes the image through activation function which uses Pearson 

correlation coefficients to generate correlated pixel features. Correlated feature in form of state information is 

projected to LSTM model.  Table 1 represents the hyperparameter setting of the Recurrent Neural Network for 

optimal sequence length. Learning rate, batch size and epoch were employed for early stopping to prevent 

overfitting. Optimizer was used for efficient training and mean square error as loss function 

Table 1: Hyperparameter setting of Recurrent Neural Network 

Hyperparameter Value 

Learning rate 10-6 

Batch Size 25 

Epoch 50 

Loss function Cross entropy 

Activation function  ReLu 

Dropout rate  L2 regularization  

 

3.2.3. Long short term memory mechanism  

     Long Short Term Model Network is applied to capture long term dependency of the temporal features of the 

image using gating mechanism and represents in form of cell states. Initially it processes the input sequence over 

optimized time windows. Further multiple LSTM layers were stacked to learn temporal patterns utilizing forget 

gate. Especially dense layer is interfaced to transform the LSTM output into feature vector. Table 2 mentions the 

hyperparameter setting of the Long Short Term Model Network for optimal image features.  

Table 2: Hyperparameter setting of LSTM Network 

Hyperparameter Value 

Learning rate 10-5 

Batch Size 11 

Epoch 10 

Loss function Mean Square Error 

Optimizer Adam 
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Learning rate, batch size and epoch were employed for early stopping to prevent overfitting. Optimizer was used for 

efficient training and mean square error as loss function  

3.2.4. Dense layer                

 The temporal feature of the image from LSTM model in form of patterns and relational features embedding from 

RNN in form of relation were concentrated to form a unified feature vector. Further complex relations among the 

features is learned [14]. Finally dense layer with activation function linearizes the complex relations and softmax 

function with classifier function classifies the user feedback with class labels of medicinal plant effectively.  

Algorithm steps of the recurrent neural network with long short term memory is as follows  

Algorithm: RNN+LSTM  

Input: Mendeley Dataset – Medicinal Plant  

Output: Medicinal Plant Classes – {Hibiscus, Tulsi, Moringa, Indica, Chebula} 

Process() 

 Image Preprocessing() 

    CLAHE( Image) 

       Histogram () 

        Clip Limit (Histogram tile) 

           High Contrast _ Preprocessed Image Cumulative distribution function ( Clip histogram ) 

RNN_LSTM () 

    Input layer 

     Transform Image into Sequential pixel vector   

Hidden Layer () 

    Compute Similarities between features of the Sequential pixel  

Relational Embedding  

      LTSM () 

         Gating (Association Pattern of Sequence Pixel) 

             Cell state = patterns of the sequence   

                 Feature Vector of LSTM= Long Term Dependency 

                      Temporal Embedding  

 Dense layer () 

        Activation function _ReLu (feature map) 

       Linear feature map 

           Dropout layer_L2 Regularization (linear feature) 

             Feature Concatenation (Temporal Feature Vector + Relational Feature Vector) 

                      Unified Aggregated feature vector  

                           Softmax function _Classifier (feature Vector) 

  Class= { Hibiscus, Tulsi, Moringa} 

4. Experimental Results  

                  Experimental analysis of the model has been carried out using Mendeley plant dataset (Source: 

https://data.mendeley.com/datasets/nnytj2v3n5/1 ). Analysis is performed in the python environment with tensor 

flow functionalities and multiple libraries such as NumPy and Pandas for image manipulation, scikit learn for 

baseline models and Matplotlib for visualization. Panda’s libraries for data processing [15]. Dataset is portioned as 

60 percent employed for model training and 40 percent for model testing. Grid search was conducted to identify 

the optimal hyperparameter for model training to LSTM and RNN.  

4.1. Performance analysis  

Performance analysis of the model is performed using test data through confusion matrix. Confusion matrix 

generates the values to the true positive, false negative, true negative and false positive parameters. Those 

parameter values of the matrix demonstrates strong performance of the LSTM +RNN model in classifying the user 

https://data.mendeley.com/datasets/nnytj2v3n5/1
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feedback  of e learning system on integrating the time series data( processed by LSTM network) and relational data( 

processed RNN network). Model achieved enhanced prediction accuracy of 9.4 percent. Further precision analysis, 

recall analysis and accuracy analysis were performed as follows  

4.1.1. Precision Analysis 

                   Precision analysis is performed to determine no of the feature correctly classified as specified medicinal 

plant among the total extracted features. Precision analysis represented on parameter of confusion matrix is as 

follows  

               Precision = 
𝑇𝑃

𝑇𝑃+𝐹𝑃
 

  Figure 2 represents precision analysis of the model against conventional approaches. It represents model ability 

towards detecting and classifying different medicinal plant images.  

 

Figure 2: Precision Analysis   

4.1.2. Recall Analysis  

       Recall analysis is performed to determine no of the feature incorrectly classified into specified medicinal plant 

classes among the total extracted features. Recall analysis represented on parameter of confusion matrix is as 

follows  

               Recall = 
𝑇𝑁

𝑇𝑃+𝐹𝑃
 

                     Figure 3 represents recall analysis of the model against conventional approaches. It represents model 

ability towards predicting and classifying different medicinal plants. 

 

Figure 3: Recall Analysis  
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4.1.3. Accuracy Analysis  

          Accuracy analysis is performed as aggregation of recall and precision towards predicting and classifying 

features into specified medicinal plant classes among total extracted features. F-Measure analysis represented on 

parameter of confusion matrix is as follows  

               Accuracy = 
𝑇𝑃+𝑇𝑁

𝑇𝑁+𝐹𝑁+𝑇𝑃+𝐹𝑃
 

               Figure 4 represents Accuracy analysis of the model against conventional approaches. It represents model 

ability towards predicting and classifying different medicinal plants.  

 

Figure 4: F-Measure analysis 

Finally performance of RNN+LSTM architecture performs better with recognition accuracy 98.4% on compared to 

conventional approaches. Table 2 mentions the performance evaluation of the deep learning architectures in 

medicinal plant classification.  

Hibiscus, Tulsi, Moringa, Indica, Chebula 

Table 2: Performance Evaluation of Deep learning architecture in forecasting adoption rate  

Technique Classes  Precision  Recall  Accuracy  

RNN+LSTM –

Deep learning  

Hibiscus  98.1 94.2 98.4 

Tulsi 98.4 94.5 98.2 

Moringa 98.6 94.6 98.1 

CNN- Deep 

learning 

Hibiscus  96.4 91.7 96.7 

Tulsi 96.6 91.8 96.3 

Moringa 96.7 92.8 96.7 

Random Forest-

machine learning  

Hibiscus  92.2 90.3 92.8 

Tulsi 92.6 90.4 92.4 

Moringa 92.8 90.3 92.6 

  

CONCLUSION  

In this work, Recurrent Neural Network is designed and implemented to detect and classify the medical plants 

acquired in form of images. Initially image preprocessing is performed using CLAHE technique. Preprocessed 

image is applied to recurrent neural network to identify complex relationship of the image pixel and those 

associations are represented in form feature map. Further dense layer in incorporated in the model through 

softmax function to process the feature map. Decision tree classifier of the softmax function classify feature map 

into medical plant species classes. Experimental results and performance outcomes of the model proved that 

proposed model produces 98.5% recognition accuracy compared to conventional approaches   
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