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language models it uses to generate texts from short stories. Aesop's brief stories
are used to instruct all models. The produced texts are assessed using a number
of metrics, such as WMD (Word Mover's Distance), BERTScore, Perplexity,
BLEU score, the quantity of grammatical errors, Self-BLEU score, and ROUGE
score. When these evaluation measures are correlated, four different clusters of
metrics with significant relationships are found. The first cluster shows a
moderate correlation between perplexity and grammatical errors. The second
group reveals a strong correlation between BLEU, ROUGE, and BERTScore. In
contrast, WMD exhibits a negative correlation with BLEU, ROUGE and
BERTScore. Furthermore, Self-BLEU, which measures the diversity of the
generated text, shows no significant correlation with any of the other metrics.
Ultimately, the study concludes that a comprehensive evaluation of generated
text requires the use of multiple metrics, each focusing on a different
characteristic of the text quality.
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1. Introduction

A key aspect of human communication is storytelling. Stories serve as a powerful means of connecting with
others. When narratives are shared effectively, people become more engaged and absorb more information
from them. However, computers still have a long way to go in mastering the art of storytelling. Storytelling
enhances communication between humans and machines, and advancements in natural language processing
are driven by the development of automated storytelling. Research in computational storytelling
encompasses understanding, representing, and creating narratives [1][2]. A narrative is a sequential account
of events that have occurred, shaped by the relationships (whether friendly, antagonistic, or romantic)
among the characters. People's perspectives and decisions regarding the events in their lives are expressed
through stories, which also provide enjoyment and information to others. A story is made up of particular
events (such as narration and chronology), a theme that emerges from related occurrences, and a plot that
weaves the entire narrative together. By exploring the connections between events and other occurrences, we
can uncover relationships and new insights. In narrative forms such as diaries or autobiographies, stories can
sometimes be used to meet personal goals.It is also employed in various areas such as social media, user
experience design, and marketing to effectively communicate important information [3][4].

One of the most creative activities that helps individuals move from being readers to writers is storytelling.
The techniques for crafting short stories have changed dramatically with the introduction of sophisticated
natural language generation systems such as GPT-2, BART, and others. A significant challenge with
automated story generation is the difficulty in maintaining coherence throughout the narrative. The best way
to ensure coherence is to plan each paragraph in advance, similar to how one would approach writing a
novel. To maintain coherence in storytelling, creators carefully select the elements that make up the
narrative, including characters, themes, and settings [5][6]. One of the most important aspects of automated
narrative generation is ensuring consistency at the paragraph level, as a story is made up of various scenes,
each containing multiple paragraphs. In the same way that humans design a tale before writing, the system
must (1) create a storyline and (2) produce paragraphs that fit the plot. The system may struggle to create a
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narrative with a smooth flow if it tries to generate the following paragraph without any prior planning.
Various studies introduce planning techniques to maintain a story's cohesion [7][8]. These techniques
include aligning scene-level circumstances with events and leveraging character traits. Other methods utilize
common sense and global planning to identify key concepts. These methods, however, do not offer ongoing
system monitoring; rather, they concentrate on creating each paragraph simultaneously rather than
sequentially. The method requires a controller that can provide the correct instructions to create a narrative
that effectively captures the intended flow.

Recent advancements in technology have sparked a growing interest in computational narrative, or the
automated generation of stories [9][10]. This field is important because it enhances the interaction between
humans and intelligent systems. Key elements of Automatic Story Generation (ASG) include computational
creativity and artificial intelligence (AI). ASG focuses on using algorithms to craft narratives. The primary
techniques for generating stories automatically include neural network-based methods, rule-based
approaches, planning-based strategies, Case-Based Reasoning (CBR), stochastic and probabilistic methods,
transformer models, and interactive storytelling. Early approaches to automated story generation (ASG)
utilized rule-based systems that depended on predefined rules and templates. These deterministic systems
were rooted in logic theory and syntax patterns. One notable example is the “Tale-Spin” system from the
1970s, which simulated characters with specific goals and plans to create simple narratives. While these
stories were coherent, they often lacked depth. In planning-based systems, the narrative was treated as a
planning problem, where the system devised a sequence of actions to reach a narrative goal. These systems
effectively illustrated the characters' actions and interactions, contributing to a coherent plot.The “Plot
Machines" [11][12] framework focuses on employing Al planning techniques to generate stories. It begins
with the system identifying the sequence of events needed to achieve a specific outcome.

Case-Based Reasoning (CBR) approaches create stories by adapting and reusing elements from existing
narratives. The system retrieves a story from a database that closely resembles the desired one and modifies
it to meet new requirements. An example of this is the “Mexica” system, which generates stories by balancing
story tension and coherence, using existing stories as references. Stochastic and Probabilistic models employ
probability methods such as Markov chains, HMMs (Hidden Markov Models), or probabilistic context-free
grammars to generate stories. These methods characterize the likelihood of certain words or sequences of
events [13][14]. Markov models have been used to compose texts in a way that uses the previous word or
phrase to forecast the next one, resulting in statistically coherent stories, although they can sometimes be
quite disjointed. The latest advancements in Automated Story Generation (ASG) are primarily driven by
neural deep learning models. The models analyse various patterns from extensive datasets of narratives,
allowing them to create text that resembles human writing. Initially, older neural methods like RNNs and
their variants, such as LSTMs, were employed to address the sequential aspects of storytelling. However, they
often struggled with maintaining coherence over longer passages. The introduction of transformers, like GPT
(Generative Pre-trained Transformer), has significantly improved automatic story generation. These models
predict the next word in a sentence and excel at crafting stories that are generally logical and coherent, even
in lengthy formats. GPT-3 and GPT-4 are prominent transformer-based models known for their ability to
generate intricate and cohesive narratives. Hybrid approaches involve combining different methods to
leverage the strengths of each.Combining rule-based systems with neural networks can create a story that
adheres to a specific logical structure while also being fluent. These systems utilize planning for plot
generation alongside neural networks for natural language processing (NLP), which helps improve the
narrative's flow [15][16]. Some of the ASG systems focus on interactive storytelling, allowing users to
influence the direction of the story. These systems constantly seek user input, resulting in a narrative that is a
coherent blend of planning and machine learning techniques. This approach is evident in interactive fiction
games or Al-driven narrative experiences, where the plot evolves based on player choices.

2. Literature Review

P. Li, et al. (2024) suggested a multi-granularity feature fusion (MGF) framework aimed at generating
endings for image-guided stories [17]. To grasp the sentiment aspects of the image as part of the overall
features, they first made use of an image sentiment extractor. Next, they developed a scene subgraph picker
that selected the most pertinent scene subgraph to obtain the image traits of the important area. Finally, they
integrated the visual and textual components from the global, region, and object levels. Their algorithm
effectively captured the main region features and visual sentiment of the imagery, leading to a more coherent
and empathetic conclusion. The findings of experimentation indicated that the MGF framework surpassed
the latest versions across most performance indicators.
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G. Wu, et al. (2024) presented a novel approach to creating data stories that customized the narrative using
adaptive machine-guided user input [18]. Using a plug-in module made for pre-existing narrative production
systems, this approach solicited user involvement via interactive questions derived from the dataset and
previous talks. This adaptability improved the system's understanding of user intents and made sure the
finished story achieved its goals. By creating an interactive prototype named Socrates, the study
demonstrated the efficacy of this novel strategy. Comparing this approach to a top data story production
algorithm in a quantitative investigation with eighteen participants, they found that Socrates produced tales
that were more relevant and had a higher overlap of insights than stories produced by humans. Additionally,
they assessed the usableness of Socrates through discussions with three data analysts and identified potential
areas for future development.

T. Rahman, et al. (2023) presented a groundbreaking autoregressive diffusion-dependent system that
incorporated a visual memory module. The background and actor context were both successfully captured by
this module in the produced frames [19]. By employing sentence-conditioned soft attention on these
memories, the framework improved reference resolution and learned to maintain consistency in scenes and
characters as per requirement. The researchers added new characters, backdrops, and multi-sentence stories
to the MUGEN dataset in order to demonstrate the efficacy of this methodology. The MUGEN, PororoSV,
and FlintstonesSV datasets were used in story generation experiments, which showed that this approach not
only produced visually appealing frames that complemented the story but also created suitable
correspondences between characters and their backgrounds.

Y. Xie, et al. (2022) sought to develop tale endings that were more in line with the situation by using
contrastive learning. There were two main challenges in using different learning methods for Story Ending
Generation (SEG). The first challenge involved effectively sampling negative endings that do not align with
the story context [20]. To address these challenges, they proposed a novel framework called CLseg
(Contrastive Learning for Story Ending Generation), this comprised two essential steps: story-specific
contrastive learning and multi-aspect sampling. Regarding the initial challenge, they employed an innovative
multi-aspect sampling technique to generate incorrect story endings by considering order consistency,
causality, and sentiment. To tackle the second challenge, they designed a story-specific contrastive training
strategy tailored for story ending generation. Experimentation revealed that CLseg outclassed standard
methods and produced story endings with improved uniformity and logic.

A. Raza Samar, et al. (2022) investigated the process of story generation using user-defined contexts or
prompts [21]. They introduced a narrative generation architecture called NGen-Transformer, which is based
on GP2. This architecture specifically emphasized the context provided by users to create expressive stories.
To evaluate their model, they utilized the WritingPrompts dataset, which contained a substantial number of
manually written sample stories linked to various prompts or titles. The tests indicated that the NGen-
Transformer surpassed many sequence-to-sequence and attention-based models in generating stories.

G. Chen, et al. (2021) presented a neural story generation technique for explainable plot creation with the
goal of generating narratives that are fluid, logical, and comprehensible [22]. Unlike traditional approaches,
this model could automatically learn to create a high-level plot that links the title to the story. Tests
conducted on two standard datasets demonstrated that this method surpassed current leading techniques in
neural story generation, as evidenced by both automatic and human evaluations. In this study, they
concentrated on bridging the gap between a title and a short story with a one-sentence outline. But
simulating the interdependencies between sentences in longer narratives continued to pose a significant
challenge. Developing more effective strategies to enhance coherence at the story level is crucial.

D. Shi, et al. (2021) presented Calliope, an innovative system for generating visual data stories from input
spreadsheets through an automated process. This system also allowed for easy revisions of the generated
stories using an online story editor [23]. Interestingly, this system used a new logic-oriented Monte Carlo
tree search method that gradually created tale elements (i.e., data facts) and arranged them logically by
navigating the data space supplied by the input spreadsheet. Information theory was used to evaluate the
significance of these data facts, and each fact was graphically depicted in a chart with a description generated
by a machine. The effectiveness of this approach was estimated through three example stories, two precise
tests, and interviews with 10 functional specialists. The results indicated that Calliope significantly enhanced
the efficiency of visual data story generation.

J. -W. Lin, et al. (2020) introduced a Syntax-Guided Machine Reading Comprehension (SG-Net) framework
for generating stories [24]. This framework utilized Chinese word vectors and learned from Chinese datasets.
They also developed a SG-GAN (semi-supervised self-growing generative adversarial network) to produce
more truthful sequences. The researchers created a set of tests that altered the input sequences' semantic
content in order to evaluate the machine's text quality. According to the experimental findings, SG-Net and
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SG-GAN were both able to write coherent articles by understanding fundamental grammar and semantics. In
conclusion, SG-Net outperformed SG-GAN in understanding more sophisticated semantics and grammar in
addition to recalling previously read sentences.

L. Wang, S. Qin, et al. (2019) introduced a novel method for generating translation projects in neural story
generation, with the goal of crafting smooth, coherent, and believable narratives [25]. This model
distinguishes itself from existing systems by effectively managing high-level processes, such as linking nouns
to the storyline and integrating diverse data sources. Testing on two datasets has shown that this method
surpasses current state-of-the-art systems in both automated and human evaluations. While they
successfully utilized descriptive sentences to connect titles and short stories, modeling sentences in longer
narratives remains a challenge. To address this, they plan to enhance their approach by generating multi-
sentence descriptions to ensure a unified and compelling narrative.

3. Research Methodology

This study produced texts using various language models that were all trained in the same field. A short
narrative domain was chosen for this purpose. The same corpus, but with different language models, was
employed to conduct the studies. Once each model was trained, new text was generated from the same
starting material. More details about the language model and the corpus used are provided in the next
subsection. The investigational technique of the study is depicted in Figure 1. Initially, the corpus is pre-
processed into targets and inputs. After training, new texts are generated using the language models. The
generated texts are then evaluated based on a variety of criteria.

Figure 1: Pipeline of the experiments for Text Generation and Evaluation.

All the steps depicted in the above figure are discussed below:
i. Short story collection: This work selects short stories for the first stage of the experimental process from
the Aesop's Fables collection available on americanliterature.com. These fables consist of popular tales. For
this study, this work trains language models using 160 short stories from Aesop's Fables. There are 160
stories in the complete corpus, with 32,031 words and 3,418 distinct terms. The stories range in length from
74 to 520 words, with an average of about 186 words per story. The corpus's lexical variety is 10.67%; a
greater percentage denotes a more extensive vocabulary. Each story's lexical diversity falls between 37.58%
to 75.67%. Each narrative showcases a broader range of terms, as the lexical diversity of individual stories
exceeds that of the overall corpus. However, when considering all the stories collectively, the language of the
corpus does not show significant variation overall.
ii. Training Corpus Preparation: The corpus is designed to be compatible with language models before the
training process begins. Predicting the following word based on the stories' context is the output. The
corpus's stories are first transformed into word tokens. Each story is assigned special tokens: an “end-of-
story” token is placed after the last word, and a “begin-of-story” token is added before the first word. When
training a non-transformer model, It needs a certain number of input nodes or a predetermined amount of
context words for the input nodes. Therefore, when K represents the desired number of context words, this

2422

Copyright © 2024 by Author/s and Licensed by JISEM. This is an open access article distributed under the Creative

Commons Attribution License which permitsunrestricted use, distribution, and reproduction in any medium, provided the

original work is properly cited.



Journal of Information Systems Engineering and Management
2024, 9(4s)

e-ISSN: 2468-4376

https://www.jisem-journal.com/ Research Article

sliding window approach will capture each K word. The input consists of a sequence of words,
Wi, Wip1, Wisa, .. Wipi, and the goal is to predict the next word in this sequence, which is W;,;,,. This
process is repeated for each word, moving one word at a time until reaching the end of the sequence. The
method is a little different, though, when getting texts ready for transformer model training. Limiting the
input to a predetermined word count in the context is not necessary. The initial word in the text establishes
the context, and the next word in that context is the output.

iii. Language Model Training: Five different kinds of language models are used in this work. The statistical
language modeling method is an N-gram model. A neural network model called a CBOW (Continuous Bag-
of-Words) model is used. A recurrent neural network model is used to create a GRU model. Furthermore,
two transformer models from Generative Pretrained Transformer 2 (GPT-2) are employed. The pre-trained
model (Pretrained GPT-2) and transfer learning (Finetuned GPT-2) were chosen over training a model from
scratch due to the GPT-2 model's size and several hyperparameters. These models were selected not only
because of their different architectures but also because of the times in which each model became well-
known in the language modeling community. Since its inception, the N-gram model has been a frequently
used and fundamental approach in language modeling. By introducing embeddings, the CBOW model
improves language models' ability to understand meaning. The GRU model, with its ability to capture word
sequences through recurrent neural networks, represents a significant advancement over traditional
RNNs.The Transformer architecture represents a significant leap forward in language modeling. It is trained
on a vast language model, leading to impressive text generation capabilities. When GPT-2 was released, it
marked a pivotal moment in the field. Its influence spans numerous sectors, enabling it to produce text that
closely resembles human writing in various contexts. This makes GPT-2 one of the most crucial and
influential models in the landscape. There are several models available, each with its own unique history
regarding its development and rise in the language modelling field. Consequently, the models selected for
this study are highlighted. Furthermore, this research evaluates the performance of each model in the chosen
areas.

iv. Short Story Generation: The process of generating text with a language model occurs after it has
undergone training. It utilizes a left-to-right prediction method to create text. The model adds the term with
the highest probability to the resulting text at each stage. The model selects the next word based on the
probability weights of possible predictions in order to increase the output's diversity. In essence, a word's
probability increases with the likelihood that it would be chosen as the subsequent output. Since the input
length is fixed in non-transformer models, the text generation method entails relocating the input window by
deleting the first word and adding the next. The input length for transformers does not need adjustment
since the model-embedded padding capability for GPT-2 is limited to 1,024. Algorithm 1 presents the
methodology.

Algorithm 1 Text Generation Algorithm for Transformer Model

1: Procedure GenerateText(model, startingText, k, maxLength)

2: input « lastkwordsofstartingText

3: genText « startingText

4: whilelength(genText) < maxLength A ENDroggynotfound

do

5: nextWordProbs « model.probs(input)

6: nextWord < RandomlySelectWord(nextWordProbs)

7: genText < genText + nextWord

8: input « input + nextWord

9: returngenText

10: EndProcedure

The first sentence from Aesop's Fables serves as the beginning point for each model in this study. To evaluate
and compare the text generated by different models, this research focuses on three key factors: how closely
the text resembles human writing (using a corpus), the quality of grammar (measured by the number of
grammatical errors), and the diversity of text produced by the same model. Consequently, three stories are
generated from each initial sentence.

v. Evaluation: To evaluate the model's performance, the results must be examined. For a variety of reasons,
seven distinct scores were chosen. Because of their popularity and the quantity of grammatical errors utilized
to assess rule-based grammar, this work uses the Perplexity and BLEU scores. When calculating the distance
from the source text, Word Mover's Distance, BERTScore evaluates the deployment capability of the
transformer, ROUGE-L score captures the longest common word sequence, and Self-BLEU measures
variance within the same model. A brief description of each of these measures can be found below.:
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Perplexity: These metric measures how unpredictable the generated text is. A lower value indicates more
human-like and fluent text, while a higher value suggests poor coherence.

Number of Grammatical Errors: This metric rule-based detection (LanguageTools) to count grammatical
mistakes, reflecting text quality.

BLEU (Bilingual Evaluation Understudy): This metric compares generated text with reference text using N-
gram precision and brevity penalty. A score closer to 1 indicates higher similarity.

Self-BLEU: This metric evaluates text diversity by comparing generated outputs within the same model. A
lower score suggests more diverse text.

ROUGE-L (Recall-Oriented Understudy for Gisting Evaluation): This metric measures the longest common
word sequences between generated and reference text, assessing fluency and coherence.

BERTScore: This metric uses contextual embeddings from the BERT model to compare generated text with
reference text, capturing semantic similarities.

Word Mover’s Distance (WMD): This metric compute semantic similarity by measuring the minimum word
movement needed to transform generated text into reference text. A lower value means higher similarity.

4. Result and Discussion
The evaluation measures' results are shown in this part along with an analysis of their correlation. The
metrics for each model are presented in Table 1. For each of the five language models—N-gram, CBOW,
GRU, Pretrained GPT-2, and Finetuned GPT-2—it contains the mean, standard deviation, and median for all

chosen automatic evaluation measures.

Table 1. Average metric value for each model and evaluation.

Metrics
Model Stats Gram Self
PPL Error BLEU ‘ BLEU ROUGE ‘ BERT ‘ WMD

Med | 697.26 | 0.00 | 0.119 | 0.51 0.29 0.55 | 1.85
N-gram | Avg [ 70399 | 0.60 | 0.12 | 052 | 029 | 0.55 | 1.87
SD | 101.03 | 0.74 | 008 | 0.11 | 007 | 0.04 | 0.21
Med | 1958.97| 7.00 | 0.029 | 0.49 0.21 042 | 2.07
CBOW Avg [1957.81| 8.10 | 0.029 | 0.50 021 0.42 | 2.08
SD | 256.24 | 4.72 | 0.01 | 0.08 0.03 0.02 | 0.15
Med | 850.18 [ 4.00 | 0.033 | 037 | 023 | 045 | 191
GRU Avg | 853.15 | 4.68 | 0.036 | 0.38 0.23 045 | 1.91
SD | 117.30 | 2.99 | 0.02 | 0.06 0.04 0.02 | 0.15
—Mcd|1141.59] 0.00 [0.149 | 039 | 030 | 054 | 1.78
Grained | avg [1184.76| 062 0.160 | 0.41 | 031 | 055 | 1.78
SD | 252,22 | 0.90 | 0.07 | 0.08 0.07 0.04 | 0.19
Finetuned Med| 869.71 | 0.00 | 0.151 | 0.42 0.30 0.58 | 1.70
GPT? Avg | 886.37 | 0.54 | 0.158 | 0.44 0.32 0.58 | 1.71
SD | 154.03 | 0.75 | 008 | 0.10 | 0.07 | 0.04 | 0.8

Table 1 displays each model's average for each evaluation metric. For example, the average BERTScore of the
N-gram model is 0.55, the average Word Mover's Distance is 1.87, the average BLEU score is 0.12, the
average Self-BLEU score is 0.52; the average ROUGE-L score is 0.29; the average BERTScore is 0.55; the
average perplexity is 703.99; and the average number of grammatical errors is 0.60. A variety of evaluation
measures serve as the foundation for the observations on various language models. N-gram, CBOW,
Pretrained GPT-2, and Finetuned GPT-2 are the models under comparison. Perplexity, Gram Error, BLEU,
Self-BLEU, ROUGE-L, BERTScore, and Word Mover's Distance are the evaluation metrics employed. N-
gram has the lowest median and average perplexity, though not by much, when compared to a number of
different models. In contrast, CBOW has the greatest perplexity score, meaning it produced the most
confusing text. N-gram and Pretrained GPT2 had the lowest grammatical error scores, whereas CBOW has
the highest median and average values. While N-gram and Pretrained GPT-2 both performs quite well in this
metric, Finetuned GPT-2 has the best BLEU score, indicating superior translation quality or text production.
The fact that N-gram has the greatest Self BLEU scores may suggest that the resulting text lacks diversity.
The ROUGE metric, which is frequently used to assess the caliber of summaries, is led by the refined GPT-2.
The BERTScore measure is another result of it. Last but not least, CBOW has the greatest WMD, suggesting
that it may produce language that is more dissimilar from the source. Since the generated text has a semantic
meaning that is closer to the reference, lower WMD is typically preferred. Table 7 illustrates how well the
Finetuned GPT-2 model fared in practically every category. The model outperforms the best-performing
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model on the Self-BLEU metric and scores highly on the BLEU, ROUGE, and BERTScore evaluations. It is
also among the models that produce text with the fewest grammatical errors.

TABLE 2. Correlation Relation between automatic metrics.
Gram. Self

PPL Errors BLEU BLEU ROUGE | BERT | WMD
PPL 1 0.564 | 0.349 | 0.068 | -0.406 [-0.573] 0.442 |
Gram. 0.564 1 -0.495 | -0.016 | -0413 |-0.629| 0.277
Errors
BLEU 0.349 | -0.495 1 0.009 | 0.796 | 0.798 | -0.662

Self-BLEU || 0.068 |-0.016 | 0.009 1 -0.022 [-0.009 | 0.047
ROUGE -0.406 | -0.413 | 0.796 |-0.022 1 0.805 | -0.767
BERT -0.573 | -0.629 | 0.798 | -0.009 | 0.805 1 -0.700
WMD 0.442 | 0.277 | -0.662 | 0.047 | -0.767 |-0.700 1

The correlation analysis presented in table 2 uncovers significant relationships between the automatic
evaluation metrics, enhancing our understanding of how they evaluate different aspects of text quality. The
strong correlation among BERTScore, ROUGE-L, and BLEU indicates that these metrics focus on assessing
text similarity. Specifically, there is a 0.796 correlation between BLEU and ROUGE-L, a 0.798 correlation
between BLEU and BERTScore, and a 0.805 correlation between ROUGE-L and BERTScore. These metrics,
which range from o to 1—where 0 indicates no similarity and 1 signifies an exact match—measure the
similarity of the generated text to the reference text. Given their close correlations, it seems these metrics
assess similar dimensions of text similarity. With correlation coefficients of -0.662, -0.767, and -0.700,
respectively, Word Mover's Distance (WMD) shows a substantial negative connection with BLEU, ROUGE-L,
and BERTScore. WMD is predicted to have a negative connection with similarity metrics since it measures
the difference between generated and reference texts. Higher distance scores may result from generated texts
that use diverse synonyms or paraphrases since WMD is especially sensitive to lexical differences. Although
word order and lexical choices also have an impact on BLEU and ROUGE-L, the nature of their computations
causes differences in their sensitivity. At -0.629, the number of grammatical errors and BERTScore are found
to have a strong negative connection, meaning that larger grammatical errors are associated with lower
BERTScore values. Furthermore, there is a moderately negative correlation between grammatical errors and
ROUGE-L (-0.413) and BLEU (-0.495), indicating that texts with more grammatical errors typically score
worse on these similarity metrics. It's interesting to note that there is a moderately positive association
between grammatical errors and bewilderment (0.564), indicating that perplexity rises in tandem with
grammatical errors. This is consistent with the idea that a language model has a tougher time predicting a
sentence with poor structure. The fact that BERTScore and perplexity have a moderately negative association
(-0.573) further supports the idea that lower-quality text with higher perplexity is probably going to have
lower BERTScore values.

A number of metrics also correlate with perplexity, which gauges how effectively a language model predicts a
specific word sequence. Lower prediction accuracy leads to more grammatical errors and a greater lexical
distance from reference texts, as evidenced by its moderately positive link with BLEU (0.349), WMD (0.442),
and grammatical errors (0.564). Perplexity, on the other hand, has a negative correlation with both
BERTScore (-0.406) and ROUGE-L (-0.573), indicating that more resemblance to reference texts is a result
of superior predictive performance. Perplexity and BLEU have a positive correlation, while ROUGE-L and
BERTScore have a negative correlation. This discrepancy most likely results from the fact that BERTScore
depends on contextual embeddings, ROUGE-L stresses lengthy common sequences, and BLEU concentrates
on short n-gram overlaps. Consequently, a model that does well in text prediction might provide larger
ROUGE-L and BERTScore values, but its BLEU score would not rise as sharply. There is no discernible
relationship between any of the metrics and Self-BLEU, which gauges diversity in generated text. It has weak
negative associations with grammatical errors (-0.016), ROUGE-L (-0.022), and BERTScore (-0.009), and
weak positive correlations with perplexity (0.068), BLEU (0.009), and WMD (0.047). Self-BLEU's weak
relationship to other measures suggests that text creation diversity is unrelated to predictive performance,
lexical similarity, or grammatical precision. In conclusion, WMD shows a large negative connection with
these metrics because of its inverse nature, whereas BLEU, ROUGE-L, and BERTScore all show strong
correlations, demonstrating their efficacy in evaluating text similarity. Higher grammatical faults result in
more bewilderment and poorer text similarity ratings. There are conflicting relationships between perplexity
and text similarity, grammatical correctness, and prediction accuracy. Self-BLEU, meanwhile, maintains its
independence, emphasizing its function in assessing diversity as opposed to fluency or resemblance.
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Conclusion

Five language models are evaluated in this study using seven automated evaluation indicators, each of which
highlights unique advantages and disadvantages. The results suggest that Word Mover's Distance, which
gauges text differences, exhibits a negative connection with BLEU, BERT, and ROUGE scores, which all
assess text similarity. There is a connection between perplexity and grammatical errors, with higher
perplexity typically correlating to more grammatical issues. Furthermore, Self-BLEU, which measures the
diversity of the generated text, does not show any correlation with the other metrics. The selection of
evaluation metrics depends on the specific goal BLEU and ROUGE are effective for assessing text similarity,
BERTScore and Word Mover’s Distance focus on word diversity, and Self-BLEU is useful for measuring text
diversity. Using a combination of several metrics leads to a more comprehensive evaluation, with human
assessments further strengthening the reliability of results. The quality of text creation from the N-gram,
CBOW, GRU, Pretrained GPT-2, and Finetuned GPT-2 models—which represent various phases of
development—is compared for the first time in this work. This study provides in-depth explanations and
pseudo-code for each metric, analyze their relationships and recommend an optimal strategy for metric
selection. Future research will include human evaluations for evaluating coherence and redundancy, explore
methods for sample selection to reduce the evaluation workload and compare human ratings with automated
metrics to recognize meaningful correlations. Moreover, large-scale experiments on standard datasets will be
carried out to refine text generation evaluation methods.
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