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In many real-world scenarios, users need to sift through large collections of
image-based documents to find those containing personal or contextually
important information, such as names, email addresses, or phone numbers.
Manual filtering is inefficient and error-prone, especially when dealing with
unstructured visual data. To address this challenge, we propose an intelligent,
automated filtering pipeline that combines cutting-edge techniques from NLP,
computer vision, and commonsense reasoning. Our system integrates optical
character recognition (OCR) to extract textual content from images, followed by
textual entailment models and pattern recognition to understand the relevance
of extracted entities in context. A key innovation of our approach is the
introduction of Commonsense-based Visual-Linguistic Reasoning (CVLR) — a
framework that incorporates knowledge graphs and multimodal large language
models (LLMs) to enhance the system’s ability to infer context and intent behind
visual information. We fine-tune state-of-the-art multimodal LLMs on a custom
dataset of 2,000+ image documents, enabling accurate classification of
document types (e.g., invoices, ID cards, certificates) and intelligent filtering
based on user-defined relevance criteria. This results in a robust solution
capable of identifying documents that matter to the user, even when explicit
identifiers are partially obscured or contextually implied.

Keywords: Document Understanding, Optical Character Recognition
(OCR), Textual Entailment, Vision-Language Pre-training (VLP),
Visual-Linguistic Reasoning.

INTRODUCTION

1.1 Background to the Study

The exponential growth of digital image data poses new challenges for intelligent information
extraction. In enterprise, legal, and public sector applications, efficiently identifying image
documents containing sensitive or user-specific data (like personal identity details) is crucial.
Traditional OCR-based techniques often fall short due to noisy backgrounds, unstructured
layouts, and lack of contextual understanding.

This research presents a novel, context-aware image filtering method that leverages the synergy
between NLP-based textual entailment, pattern recognition, and large multimodal models. Our
solution introduces Commonsense-based Visual-Linguistic Reasoning (CVLR) to enhance
entailment prediction in visually complex documents by mimicking human-like contextual

analysis[1].
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LITERATURE REVIEW
2, Theoretical Framework and Review of Literature
This section highlights the various dimensions of Commonsense-based Visual-Linguistic Reasoning-
2.1 Textual Entailment:

Textual Entailment determines whether a piece of text (the hypothesis) can logically be inferred
from another text (the premise). It's central to natural language understanding. Datasets such as
SNLI and MultiNLI paved the way for robust entailment models. BERT and RoBERTa advanced
this field using attention mechanisms. More recently, LLMs like T5 and GPT variants have shown
promise in zero-shot and few-shot entailment tasks. This task is important in numerous
applications within natural language processing, for example in information retrieval, question
answering systems, dialog system and in automatic summarization [2][3][4]. Given how fast the
field of NLP is growing, accurately modeling entailment is crucial for creating systems that can
comprehend and process natural language at a human level.

2.2 Pattern Recognition in Images:

Pattern recognition focuses on identifying structured visual and textual patterns within
documents. Conventional OCR engines extract visible text, but struggle with distorted images or
unusual fonts. Deep learning approaches using CNNs, RNNs, and transformers have enhanced
layout analysis, enabling recognition of form-like structures, tables, and field alignments. Image
processing has been proved to be effective tool for analysis in various fields and applications.
Many times, expert advice may not be affordable, majority times the availability of expert and
their services may consume time. Image processing along with availability of communication
network can change the situation of getting the expert advice well within time and at affordable
cost since image processing was the effective tool for analysis of parameters [5][6].

2.3 Transfer Learning for NLP: A Unified Framework

Transfer learning has become a cornerstone technique in natural language processing (NLP),
where models are first pre-trained on large datasets and then fine-tuned for specific tasks, such
as text classification, summarization, or question answering. This approach has proven highly
effective, enabling models to leverage knowledge gained from data-rich tasks to perform well on
downstream, specialized tasks. This paper highlight the propose a unified framework that
converts all text-based language tasks into a common text-to-text format. This simplifies the
design and evaluation of transfer learning models, making them more versatile across different
NLP applications [7][8].

2.4 NLP and Information Extraction:

Information extraction in NLP involves tasks like NER, relation extraction, and entity linking.
BERT-based models trained on specialized datasets like CoNLL or Onto Notes effectively identify
names, emails, and phone numbers. Pretrained LLMs fine-tuned on domain-specific datasets
further improve performance, especially in real-world, noisy document settings [9].

2.4.1 Information Extraction in NLP:

Information extraction (IE) in Natural Language Processing (NLP) focuses on automatically
identifying key information from unstructured text. Common tasks include:

¢ Named Entity Recognition (NER): Identifying entities like names, locations, dates,
and other specific pieces of information within text. [10]
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¢ Relation Extraction: Detecting relationships between entities, such as identifying that
"Alice" works at "Company X."[11].

¢ Entity Linking: Connecting recognized entities to a specific entry in a knowledge base
or database (e.g., linking "Apple" to the tech company rather than the fruit) [12].

2.4.2 BERT:

BERT based models, pre-trained on large text corpora, are particularly powerful for these tasks.
Models like BERT, RoBERTa, and other transformer-based architectures are fine-tuned on
specialized datasets such as CONLL or Onto Notes to improve performance on NER and related
tasks. These datasets provide annotations for named entities, making them ideal for training
models to recognize real-world information. When these pretrained LLMs (Large Language
Models) are further fine-tuned on domain-specific datasets, they perform exceptionally well,
especially in challenging, noisy document environments where text may be unstructured or
contain errors. For example, fine-tuning on legal, medical, or financial documents can help the
model recognize domain-specific entities and improve accuracy in those fields [13][14].

2.5 Multimodal LLMs:

Multimodal LLMs are models that can process and reason over both image and text inputs
simultaneously, making them capable of understanding complex relationships between visual
and textual data. These models are crucial for tasks that require both visual context and linguistic
understanding. Some key examples include:

e BLIP-2: This model can generate captions for images and answer questions about them.
For example, given an image of a beach, it could describe the scene and answer questions
like "What is the weather like?" [15]

e LLaVA: Specializes in Visual Question Answering (VQA), where the model answers
questions about a visual input (e.g., "How many people are in this picture?"). It combines
visual understanding with natural language reasoning [16].

o  GPT-4V: Aversion of GPT-4 that incorporates vision capabilities. It interprets visual data
(such as images or documents) alongside language reasoning, enabling the model to
answer questions or make inferences based on visual cues like text, images, and patterns
within documents [17].

These multimodal models are crucial in document analysis, especially for evaluating contextual
elements that might not be captured through text alone. For example, they can help interpret
logos, stamps, headers, or other visual features in documents, enhancing the model's ability to
classify, extract, and understand the full context of the content [18].

2.6 BLIP: Vision-Language Pre-training (VLP):

BLIP is a new framework designed to bridge the gap between vision-language understanding and
generation tasks. While most existing VLP models are specialized either for understanding (e.g.,
image classification, retrieval) or generation (e.g., image captioning), BLIP is built to flexibly
handle both types of tasks, outperforming previous models [19].

A key challenge in VLP is that training data, often scraped from the web, can be noisy, impacting
model performance. BLIP addresses this by using a bootstrapping approach: it employs a
captioner to generate captions for images and a filter to remove noisy or irrelevant ones. This
process significantly improves the quality of training data[20].

BLIP is a new framework designed to bridge the gap between vision-language understanding
and generation tasks. While most existing VLP models are specialized either for
understanding (e.g., image classification, retrieval) or generation (e.g., image captioning),
BLIP is built to flexibly handle both types of tasks, outperforming previous models [21].
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RESEARCH METHODOLOGY
3.1 Novel Feature: Commonsense-based Visual-Linguistic Reasoning (CVLR)

Key Idea: Integrate LLMs with external commonsense knowledge bases (ConceptNet, ATOMIC)
and visual reasoning to determine the semantic importance of documents. This mimics human
document evaluation: we infer importance not just from keywords, but from layout, structure,
and implied purpose [22][23].

Components:

1. Data Input: A ZIP file with ~2000 image documents of various types (forms, IDs,
certificates, etc.) [24].

2. Preprocessing: Images are unzipped and passed through an OCR engine (Google Vision
API or Tesseract) to extract text [25].

3. Text Extraction & Pattern Recognition:

e Regular expressions identify formats (email, phone).
NER models detect person names and organizations.
e Structural layout detection identifies key regions (e.g., headers, footers). [26]

4. Textual Entailment Classification:

e Hypothesis examples:
o “This document contains contact details.”
o “This is a user identification document.”

e These are tested against extracted text using fine-tuned NLI models (e.g., ROBERTa-
MNLI). [27]

5. Commonsense Knowledge Integration:

e ConceptNet triples (e.g., "passport — used for — identification") are used to reinforce
entailment.

e Language models generate possible document types from features (e.g., “Contains email,
name, phone — Likely a resume or form”) [28] [29].

6. Multimodal Filtering:

e Vision-Language models assess the semantic match between document layout and
entailment outputs.
e Contextual embeddings from image and text are fused for final classification.

7. Image Filtering:

e Documents with entailment confidence above threshold (e.g., >0.85) are moved to the
target folder.
e Logs and summary reports are generated [30].

3.2 Flowchart

The following figure provides the flow of the proposed system. The process, begin from the upload
of the image data set, which can be then preprocessed. By applying the various approaches, the
desired output is obtained.
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Figure 1. Flowchart of the proposed system

RESULTS & DISCUSSION

4.1 Results & Evaluation:

Experiments were conducted using a custom dataset of 2000 scanned documents of mixed types
(forms, letters, ID cards).

e Accuracy of filtered relevant documents: 93.6% (based on manual validation of a 300-
image sample)
e Precision/Recall in identifying user-specific fields:
o Name: 96% / 95%
o Email: 94% / 92%
o Phone: 95% / 93%
e Processing Speed:
o Average: 12 minutes on a GPU-accelerated system
o Scalable to larger datasets with parallel execution

4.2 Comparison with Existing Approaches:

To evaluate the performance and novelty of our Commonsense-based Visual-Linguistic
Reasoning (CVLR) pipeline, we compared it with three baseline approaches commonly used in
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document filtering tasks:

Table 1: Evaluating the performance and novelty of Commonsense-based Visual-Linguistic
Reasoning (CVLR)pipeline

Method Accuracy Recall Recall Recall Contextual
(Phone) (Email) (Name) Understanding
Traditional OCR + Regex | 76.4% 80% 75% 78% Low
BERT-based NER + 86.1% 89% 87% 88% Moderate
Layout LM
Ours (CVLR + 93.6% 93% 92% 95% High
Multimodal LLMs)

Traditional OCR-based pipelines rely on surface-level pattern matching, resulting in lower
accuracy especially with noisy or irregular documents. BERT-based models combined with
Layout LM offer improvements in field detection and layout awareness, but lack commonsense
reasoning and global semantic inference [31].In contrast, our proposed CVLR pipeline integrates
commonsense knowledge graphs and entailment reasoning into a multimodal setting, allowing
for context-sensitive filtering. For instance, while BERT models may recognize the word
“passport,” our system understands its implied function (identification document) through
entailment + Concept Net reinforcement [32]. Furthermore, semantic layout reasoning
using multimodal models such as BLIP-2 and GPT-4V enabled our system to interpret elements
like logos, headers, and signatures, which are often missed by traditional NLP models [33].
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Figure 2. Performance comparison of Document Filtering Methods
CONCLUSION

The core innovation — Commonsense-based Visual-Linguistic Reasoning (CVLR) — enhances
document classification by incorporating knowledge graphs and entailment-driven insights,
enabling the system to mimic human-like judgment in identifying meaningful content. Our
experimental results on a dataset of over 2,000 real-world document images demonstrated high
accuracy (93.6%) and strong precision-recall metrics for key entities such as names, emails, and
phone numbers. Moreover, our comparative analysis revealed that the CVLR pipeline
significantly outperforms traditional OCR and BERT-based approaches by providing deeper
semantic understanding and layout-aware filtering. The use of multimodal models like BLIP-2
and GPT-4V further amplified the pipeline’s capability to interpret visual elements such as logos,
stamps, and structured sections [34][35].

This research opens new possibilities for scalable, context-aware document processing in
domains like legal tech, healthcare, digital archiving, and enterprise automation. Future work
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will explore real-time deployment, multilingual document handling, and adaptive learning to
further enhance performance and generalizability[36].
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