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The effectiveness of most face recognition systems would be greatly reduced if the images in the dataset 

had inconsistent lighting conditions in uncontrolled environments. To address this problem, a new 

algorithm was developed that combines Modified Difference of Gaussian (MDoG) with Discrete Wavelet 

Transformation (DWT) and various edge detection operators, including first-order derivative filters (such 

as Sobel, Prewitt, and Roberts filters) and second-order derivative filters (such as Zero cross, LoG, and 

Canny filters). A features extractor based on Linear Regression Slope (LRS) and Principal Components 

Analysis (PCA), was used to extract features from the images. The accuracy of the algorithm was conducted 

with the Optimized Artificial Neural Network (OANN) for classification purpose and with different datasets 

including CNF, CK, JAFFE, and CAS. The experiment proves that this algorithm has greater efficiency than 

other modern methods, the best results are obtained with  MDoG-DWT-SF, LRS, and OANN pairing and 

also MDoG-DWT-ZF, LRS, and OANN combination. 

Keywords: Face recognition, Deep face, Enhancement, Hybrid methods. 

 

INTRODUCTION 

In the last several years, face recognition systems have become even more significant in our life as well as in the 
area of our security. Border control systems are systemic and are used to authenticate people in diverse applications 
for example; airports, tracking systems, identification of criminals and checkpoints[1,  2]. There are two main 
functions of face recognition: identifying individuals and verifying their identity. Identification involves matching 
one face to many stored face images, while verification is more complex, requiring the system to match the tested 
face against a large database of saved face images[3]. There are various techniques and approaches that can be used 
in face recognition, which it is possible to categorize this into two main methods. 

The initial strategy is data reduction and feature extraction by holistic methods, such as utilizing eigenvectors based 
on Principal Component Analysis (PCA) [4]. The utilized approaches are Independent Component Analysis 
(ICA)[5, 6], Linear Discriminant Analysis (LDA), and Kernel LDA[7]. 

The second approach is used as a classifier to identify facial features that are most relevant through using 
techniques such as neural network-based approaches [8], support vector machines [9], and nearest distance 
algorithms  [10]. While these techniques and approaches offer numerous benefits, they also have some drawbacks. 
For example, feature extraction may be time-consuming, training the dataset may require a significant response 
time, the use of outdated training datasets can be a problem, and hardware requirements may vary depending on 
the dataset being used[11-13]. 

PCA is a technique for linear feature extraction, it might not be efficient in situations where it is necessary to handle 
non-linear relationships [14]. To address this limitation, a new feature extraction method called LRS was proposed. 
The LRS algorithm uses the linear regression slope, which is calculated after image segmentation and an optimized 
artificial neural network (OANN) is used for classification[15]. However, training datasets can affect the 
generalization of the algorithm during testing, presenting another challenge to achieving efficient performance [16]. 
To address this issue, an enhancement algorithm was added to the OANN to improve its performance [17]. In this 
paper proposes a framework that was tested using four different face datasets with varying quality, illumination 
conditions, and occlusions. The methodology includes a modified difference of Gaussian, discrete wavelet 
transforms, gradient-based and Laplacian-based operators, segmentation, and feature extraction methods such as 
LRS and PCA. The results and discussion of the proposed algorithm are presented in Section 3, while Section 4 
provides conclusions. 

2. METHODOLOGY  

2.1. Modified Difference of Gaussian MDoG Method 

The scale-invariant features transform descriptor, SIFT, relies on the DoG technique to identify and extract features 
in image processing and landmark recognition [18]. In our proposed algorithm, we also use the DoG technique for 
feature extraction. Our algorithm begins with pre-processing using a modified DoG operator to address variations 
in illumination and lighting conditions. The next step involves generating first and second-order filter images using 
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Sobel, Prewitt, Roberts, Log, Zero cross, and Canny filters [7, 19]. We then reconstruct the face edges map using the 
appropriate threshold. 

Algorithm explains the DoG. 

Algorithm 1: 

• Inputs: I face image, 

• Output: Enhanced image 

              σ: small value, Σ: large value  

              γ: Correction values in an image output 

I0: pre-processing face image 

a. Image Synthesis if  λ > 0 i1 = I.λ else 
       i2 = I end if 
b. Differences of Gaussian 
      F1 = DoG (Gauss, σ)  
      F2= DoG (gauss, Σ) 

    I3 = filter (F1, i1) - filter (F2, i2) 

c. CLAHE for contrast equalization 

      i3 = clahe (i3) 
d. Image data normalization  
I4=equation (1) 

e. Return I0 = I4 

    In algorithm 1, Following the application of the DoG technique and contrast enhancement using CLAHE, we 
performed image normalize to address lighting conditions. Image normalization involves expanding the dynamic 
range of an image to bring it into a more familiar or normalized range for feature extraction and classification 
purposes [20, 21]. This process is important for face recognition and reduces the computational burden in 
subsequent steps. 

Normalization transforms a dimensional grayscale image as [22]. 

I: {X ⊆ R}  −−− > {Min,...,Max} 

A new image can be created from a grayscale digital image that has intensity values between a minimum and 
maximum range, by adjusting the intensity values to a new range between newMin and newMax [17]. The process 
of linear normalization can be carried out using the following formula [23]. 

𝐼𝑁 = (𝐼 − 𝑀𝑖𝑛)𝑛𝑒𝑤𝑀𝑎𝑥−𝑛𝑒𝑤𝑀𝑖𝑛

𝑀𝑎𝑥−𝑀𝑖𝑛
+ 𝑛𝑒𝑤𝑀𝑖𝑛                  (1) 

After the completion of algorithm 1, the output is used as input for the edge detection stage, during which we 
obtained a matrix of feature values that were second-to-last in the sequence. 

2.2. Proposed Discrete Wavelet Transformation (DWT) 

    DWT is a widely used technique in image processing for pattern recognition systems, particularly for non-
stationary signals. By translating the signal into shifted and scaled levels. DWT provides good frequency 
resolution for low-frequency components, resulting in sub-signals or sub-bands such as LL, LH, HL, and HH [24]. 
In the proposed system, a multi-level DWT was applied to the image, and a low-pass filter was used on the rows and 
columns to obtain the LL sub band. The LL sub band represents a smaller scale than the original image, providing a 
general trend of the pixel values and ignoring small details [3, 24, 25]. Additionally, a high-pass filter was applied to 
the image to obtain three other sub-bands, LH, HL, and HH, which capture image details. The LL sub band takes 
the most prominent role because it allows getting the original image back, while the other sub-bands represent the 
image details. The wavelet was used in the proposed system and it was Daubechies wavelet; it was of a specific level 
as shown in equation (2) [26]. 

𝑛 = (20 − 23𝑑𝑏)                                   (2) 

Decomposition is required for extraction of the best feature vectors. The mathematical representation of 
performing the multi-level DWT is illustrated in the following equations: The mathematical representation of 
performing the multi-level DWT is illustrated in the following equations [27]. 
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𝐼(𝑖, 𝑗) = (𝐿𝐿) + (𝐿𝐻 + 𝐻𝐿 + 𝐻𝐻)                         (3) 

𝐼(𝑖, 𝑗) = (𝐼𝐷1
𝑛 ) + (𝐼𝐷1

𝑛 + 𝐼𝐻1
𝑛 + 𝐼𝑉1

𝑛 )              (4) 

This formula is used for (n) times DWT decompositions. In our study, we used equation (2). 

-db" refers to the Daubechies discrete wavelet transform (DWT).  

The levels of the DWT decomposition utilized in this algorithm were denoted in the following manner [25]: 

𝐼(𝑖, 𝑗) = (𝐼𝐴11) + (𝐼𝐷11 + 𝐼𝐻11 + 𝐼𝑉11)                (5) 

𝐼(𝑖, 𝑗) = (𝐼𝐴21) + (𝐼𝐷21 + 𝐼𝐻21 + 𝐼𝑉21)                (6) 

𝐼(𝑖, 𝑗) = (𝐼𝐴41) + (𝐼𝐷41 + 𝐼𝐻41 + 𝐼𝑉41)                (7) 

𝐼(𝑖, 𝑗) = (𝐼𝐴81) + (𝐼𝐷81 + 𝐼𝐻81 + 𝐼𝑉81)                (8) 

𝐼(𝑖, 𝑗) = (𝐼𝐴1
8 ) + (𝐼𝐷1

8 + 𝐼𝐻1
8 + 𝐼𝑉1

8 )                               (9) 

2.3. Segmentation Process 

      The system we propose includes the breaking down of the face image into the same size blocks, the first step in 
the model. This method involves dividing and conquering problem that is the main strategy of problem-solving 
where data is processed using the complex algorithm of pattern recognition [20]. In this paper, we focus on the two 
main goals of separating the image into sub-images, which were achieved by the method that we used. The first goal 
was to accurately identify the locations of edge pixels, which is a crucial step in utilizing the LRS feature extraction 
method [15, 28]. The second objective was to differentiate the noise pixels from the edge pixels, streamlining the 
feature extraction process. There is no universal standard for the number of segments, so it is a flexible parameter. 
We experimented with different scenarios to discover an optimal number of segments since this parameter is linked 
to other parameters [29]. 

2.4. Features Extractors Methods 

2.4.1. Eigen faces 

     To generate feature vectors for image recognition, the principal component analys -is (PCA) method projects the 
training image onto the basis of the image space, as outlined in Algorithm 2. The PCA approach typically 
categorizes dataset images by determining the distance between feature vectors [30]. Popular classification 
methods include the nearest distance measure.  Euclidean distance, and nearest mean classification  [31, 32]. 

Algorithm 2 

• Inputs: Dataset Images 

• Output: Features Vector 

a. To begin, the data set should be structured in the following manner. Suppose we have (n) faces with m rows 
and m columns, such as: 
𝑆 = 𝑆1, 𝑆2, 𝑆3, … 𝑆𝑇            (10) 

The images should be represented in a column vector space with (m2 x 1) dimensions. As per the PCA algorithm, 
a mean face image (W), which represents common features for all datasets, must be calculated from the vectors 
using the following equation [33]: 

    𝑄 =
1

𝑇
∑ 𝑆𝑛

𝑚
𝑛=1                                              (11) 

Here, "Q" denotes the mean matrix, which represents the shared characteristics of the faces. 

 
b. The second step involves subtracting the primary data matrix, which can be expressed as                     
𝐿𝑛 = 𝑆𝑛 − 𝑄  (12) 
 
c. Next, the Ln column vectors are collected in a matrix denoted as  
R = [L1, L2, L3..., LN], which has dimensions (m2 x N). A covariance matrix C is then constructed as follows 

               𝐶 =
1

𝑇
∑ 𝐿𝑛𝐿𝑛

𝑇 = 𝐴𝐴𝑇𝑚
𝑛=1                      (13) 

Due to the high dimensionality (taking into account linear algebra principles), and the signi-  

cant computational complexity of AAT multiplication, we  opted to use ATA instead 
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          𝐶 =
1

𝑇
∑ 𝐿𝑛

𝑇 𝐿𝑛 = 𝐴𝑇𝐴𝑚
𝑛=1      (14) 

d. During this stage, we calculate N eigenvalues Λp and N eigenvectors (VP) of C in order to create an Eigen 
faces space. The matrix V = [v1, v2, vN] represents the eigenvectors of matrix C, which has a size of N * N. The 
Eigen faces space U, represented as [u1, u2, uN] T, may be obtained by multiplying V and AT. 
e. Each row vector in U represents a "Eigen face" that corresponds to a face picture in the training set. Face 
pictures with larger eigenvalues have a greater impact on the Eigen face space [32]. Due to limited processing 
capacity, systems prioritize the sorting of eigenvectors of face pictures based on their associated eigenvalues in a 
descending order. They then select the first Z eigenvectors to create a smaller Eigen face space [16]. 
f. Matrix vector W is a matrix with dimensions (N*N) that contains N column vectors, each corresponding to 
a face picture in the training set. The vectors in question are referred to as "feature vectors" because they serve to 
reflect the unique qualities of each image. W may be derived using the following formula. 

                        𝑊 = 𝑈. 𝐿                    (15) 

             After obtaining Eigen faces space and feature vectors, we can compare a test image with the face in the 
training set by projecting a testing image into the faces space as follows: 

g. In step f, "ST" is a column vector that represents the test image with (m2 x 1) dimensions. At this point, the 
distance between the test image and the mean face image should be computed as the LT column vector.     
         𝐿𝑇 = 𝑆𝑇 − 𝑄                  (16) 
h. Once LT has been calculated in step g, it is projected onto the Eigen faces pace to obtain its feature 
vectors in the form of a column vector WT with dimensions (N x 1). 
            𝑊𝑇 = 𝑈. 𝐿𝑇                                       (17) 
i. Step h involves identifying which image in the training set is most similar to our test image. The similarity 
of WT is required to each wi in matrix W. Various classifiers can be used at this step. The techniques we used are 
modified artificial neural network. 

2.4.2. Linear Regression Slope LRS 

       To extract the most beneficial features from edge images, a novel feature extraction technique is employed that 
relies on the gradient of the estimated curve for each small segment. This method, called Linear Regression Slope-
based (LRS) feature extraction, produces feature vectors that are capable of successfully identifying each face [36]. 
The LRS method is based on the positions of edges and face pixels, rather than their values. Specifically, the 
coordinate of each edge pixel (i, j) is used as an index to find the corresponding face edge (1s) values in each 
segment, rather than the edge pixel values (0, 1). The slopes of the line are then calculated and saved in a matrix, as 
outlined in Algorithm 3 for the LRS algorithm. 

Algorithm 3 

• Inputs: Dataset Images 

• Output: Features Vectors 

a. Suppose that the data set includes N faces images with m row and n columns such that η1,η2,...,ηN 
represent dataset images in the column vector with [(m∗n)∗1] dimension. 
b. Convert the images to the binary image such that β1,β2,...,βk represent the binary images. 
c. another step is to segment the image (βi) into N segments with m rows and m columns 
d. Calculate the coordinates of (10s) values in each segment and save it as (Xj, Y j) where (Xj, Y j) represent 
the vectors of coordinates of points in segment ψj. 
e. Fit a line for the given (Xj, Y j) points of ψj as : 

                 𝑦 = 𝜁𝑗 ∗ 𝑥 + 𝑏                               (18) 

f. Find the slope of lines ι1,ι2,...,ιn in each segment to all faces such that 

   𝜁𝑗
𝑖 =

((∑ (𝒴𝑘)
𝑘𝑗

𝑖

𝑘=1
(∑ (𝑥𝑘

2))(
𝑘𝑗

𝑖

𝑘=1
∑ (𝑥𝑘))(∑ (𝑥𝑘

2𝑦𝑘
2)

𝑘𝑗
𝑖

𝑘=1

𝑘𝑗
𝑖

𝑘=1
))

(∑ (𝑥𝑘
2))(

𝑘𝑗
𝑖

𝑘=1
∑ (𝑥𝑘))

𝑘𝑗
𝑖

𝑘=1

    (19) 

ζji: Slope for the jth segment of ith face sample at(i,j). 

Kji: Total number of edge pixels for the jth segment of ith face sample. 

g. In step f, the slopes of the segments are assembled in a matrix with dimensions (m x m), which comprises 
N column vectors corresponding to each face in the training set, to create feature vectors: 
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𝑍 = [𝜁𝑗1
𝑖 , 𝜁𝑗2

𝑖 , … , 𝜁𝑗𝑁
𝑖 , (𝜁𝑗

𝑖)𝑁1, (𝜁𝑗
𝑖)𝑁2, … , (𝜁𝑗

𝑖)𝑁𝑘    ] (20) 

 
h. After obtaining the face features vectors in space,  the comparison between a probe image to the training 
data images occurs by the following steps: 
i. In step h, a testing image βT is segmented in the same manner as the training image, such that the number 
of segments in the testing image is identical to the number of segments in the training image βi. 
 
j. Find the slopes of all the segments of the testing image. 
k. Create a feature vector matrix of the testing face. 
l. Step j involves determining which image in the training image set is most similar to our probe image. This 
is accomplished by computing the similarity of the image βT with each image in the training dataset. 

THE PROPOSED CLASSIFIER 

The final step of the proposed system entails the training dataset. The input matrix for the training dataset 
comprises database images that have undergone pre-processing operations, dimensionality reduction, and feature 
extraction. To overcome the limitations of existing NP-complete methods, an Optimized Artificial Neural Network 
(OANN), based classifier is proposed in this work. The classifier is designed to enhance accuracy, efficiency, and the 
time required for complex tasks. Evolutionary techniques are increasingly being employed in the training of 
artificial neural networks (ANNs). Although these approaches have demonstrated superior performance to 
traditional training methods, optimizing both network performance and architecture can result in slower training 
processes due to increased algorithmic complexity [37, 38]. To address this issue, emerging artificial neural 
networks (EANNs) have been developed in which adaptation is primarily achieved through evolution. EANNs offer 
numerous advantages over traditional MANN training methods. The design of an ANN necessitates balancing two 
conflicting objectives: increasing network capacity and minimizing neural design complexity. As a result, multi-
objective evolutionary algorithms have shown significant success in simultaneously optimizing both architecture 
and connection weights . In this work, algorithms 4 and 5 are utilized for the training and testing procedures.  

Algorithm 4 

• Input: dataset images 

• Output: trained OANN 

a. The input feature matrix M from T is read at layer 1Fi. 

b. The activation value for each neuron ANi is measured. 

c. The neuron with the highest ANi value is located. 
d. The results of step c are extracted, along with its input ID and the index of the maximum ANi. 

e.  If output = Ok is set to 1 for the k-th neuron with the highest ANi value. 

f.  Otherwise, the output is set to 0. 

g. The input of the previous layer is fed to the next layer and eventually to the output layer. 

h. The above steps are repeated for all input layers. 

Algorithm 5 

• Input: Testing Dataset Images 

• Output: Classification Results 

a. The test pattern to be recognized or classified is read. 
b.  The activation value ANi is calculated during layer 2. 
c. The neuron with the highest ANi is selected. 
d. The neuron with the maximum ANi index is extracted and saved as input. id and maxANi-index 
for matching purposes. 
e. If a match is successful, the input-id of the max-ANi-index is returned as output. 
f. The process is stopped. 

RESULTS AND DISCUSSION 

   The suggested approach underwent investigation, which included the utilization of MDoG, DWT, and two sets of 
edge detection filters: gradient-based operators (Sobel, Prewitt, and Roberts) and Laplacian-based operators (LG, 
ZF, and CF). Feature extraction was conducted using both eigenvector-based and LRS approaches, and 
classification was carried out using the OANN classifier. Four training sets were created for the PCA and LRS 
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feature extraction algorithms. Each training set included changes in lighting, expression, and posture parameters 
for each subject. The experimental study was performed utilizing the MATLAB image processing toolkit on four 
independent face datasets. Each dataset was created under varied settings, including variations in picture quality, 
lighting conditions, occlusions, and other aspects. The suggested technique was assessed against state-of-the-art 
methodologies, namely LDN and LDN+DWT, and two modifications of the proposed method were examined in 
simulation results. In order to evaluate its efficacy, the suggested method's performance of the trained model has 
been evaluated and assessed using four scores  

• True Positive (TP): is the quantity of samples that were accurately identified as  face. 

• False Positive (FP): represents the quantity of samples that incorrectly classified non-face as face.  

• True Negative (TN): refer the quantity of samples that correctly predicts as non-face.  

• False Negative (FN): indicates the quantity of samples that incorrectly identified face as non-face. 
The proposed models was evaluated using five cutting-edge performance measures, namely accuracy, sensitivity, 
specificity, precision, and recall.  
In order to assess the proposed method's efficiency, performance metrics are used. These are the metrics that can 
be calculated using many metrics [14, 39]. 

Metrics. 

      𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
TP+𝑇𝑁 

TP+𝑇𝑁+𝐹𝑃+𝐹𝑁
                       (21) 

     𝑆ensitivity =
𝑇𝑃 

𝑇𝑃+𝐹𝑁
                                    (22) 

  𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁 

𝑇𝑁+𝐹𝑃
                             (23) 

  𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
TP 

TP+𝐹𝑃
                                      (24) 

 𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑁 

𝑇𝑁+𝐹𝑃
                                       (25) 

This research compares the performance of all the approaches using four datasets. The findings are highlighted 
through the use of graphs and tables. Table 1 displays the recognition accuracy for different datasets, demonstrating 
that the proposed hybrid method versions surpass state-of-the-art approaches such as LDN and LDN+DWT for 
every dataset. The hybrid approach, when used with SLR, is highly efficient in enhancing recognition outcomes by 
minimizing extraneous characteristics.  

Table 1: Recognition accuracy rate analysis for all datasets 

 LFW   CK CAS JAFEE 

       Technique LDN [37] 94.21 83.33 86.85 59.81 

         LDN [37] +DWT 90.37 90.67 71.97 64.96 

MDoG-DWT-SF-PCA 96.78 95.67 88.91 92.07 

MDoG-DWT-SF-SLR 95.09 94.69 86.91 98.81 

 

The use of the SLR results in significant variations across the various training courses, which ultimately enhances 
the performance of the suggested technique. The JAFEE dataset has a wide range of face expressions and changes, 
which leads to a decline in the recognition performance of all techniques. Nevertheless, the suggested approach still 
managed to get a satisfactory level of accuracy in recognizing the JAFEE dataset. Furthermore, the new approaches 
exhibited comparable outcomes to current methods across many performance parameters, in addition to accuracy. 
The precision and recall rates exhibited divergent outcomes for the LFW and JAFEE datasets, which were contrary 
to the accuracy performance. The proposed strategy consistently enhanced the accuracy and recall rates. The LFW 
dataset had inferior specificity performance, whilst the JAFEE dataset yielded unsatisfactory specificity findings. 
The figures   

(1 to 4), exhibit the resilience of the suggested face recognition algorithms when applied to various facial research 
datasets. The findings are displayed in a tabular format below. 
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Figure 1: Recognition accuracy performance 
evaluation 

 

Figure 2: Precision rate performance evaluation 

 

Figure 3: Recall rate performance evaluation 
 

Figure 4: Specificity rate performance evaluation 

As stated in reference [37], the LDN technique demonstrates an average performance outcome of 81.05% across all 
datasets. Nevertheless, employing the DWT feature extraction approach results in a decline in the recognition rate. 
The reason for this is that DWT characteristics are effective at extracting various changes in the facial image's 
position. In contrast, the suggested technique utilizes MDoG, DWT, and edge features in conjunction with the 
proposed strategy, resulting in a significant enhancement in the identification rate. This improvement amounts to 
an estimated increase of 8-9% across all datasets. This result aligns with the intended aims and goals of the 
suggested technique. Table 2 provides a study of accuracy performance in comparison to recently examined facial 
recognition techniques. The datasets included in this work encompass a variety of lighting conditions, facial 
expressions, unobstructed head poses, and occlusion scenarios. When viewed in this particular situation, the 
outcomes of the suggested approach are extremely meaningful and surpass all current approaches for recognizing 
faces. 

  To  further  explain,  the correct classification rate is practically recorded in the experiments of the proposed 
algorithm, which were tested based on the following parameters. Firstly, six edge detection operators were used 
based on their sensitivity to noise, which was measured by the signal-to-noise ratio (SNR). Secondly, a range 
of threshold values from 0.01 to 0.9 was used since the standard values of the operators were not perfect in these 
experiments. Thirdly, different numbers of hidden units were used in the OANN layers, specifically 25, 50, 75, 100, 
125, and 150, to prevent overfitting and improve generalization. Finally, several segment scenarios were performed, 
such as 4, 6, 8, 10, and 100, to precisely treat each part of the image according to the principle of divide and 
conquer in problem-solving. 

The performance criteria used to measure the performance of the compared algorithms is the correct classification 
rate (CCR), which computes the average number of correctly classified faces. Tables 3 and 4 show the CCR for each 
experiment. The dataset was divided as follows (i):  40% for training, 30% for validation, and 30% for testing. (ii):   
60% for training, 20% for validation, and 20% for testing. (iii): 50% for training, 30% for validation, and 20% for 
testing. and (vi): 50% for training, 20% for validation, and 30% for testing. 
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Table 2: State-of-art methods evaluation 

Reference Year and Dataset MAX Accuracy 

[33] 2015 (AR-illumination) 89.53 

[34]             2016 (AR) 90.40 

[35]             2016 (Yale) 82.61 

[36]             2017 (LFW) 94.30 

[37]         2017 (FRGC 2.0) 95.20 

MDoG-SF-DWT-OANN               LFW 98.87 

 

Table 3: Correct Classification Rate CCR results based on a hybrid of MDoG, DWT, First Order Derivative 
Operators, PCA, SLR, and OANN. 

 

Table 4: Correct Classification Rate CCR results based on a hybrid of MDoG, DWT, Second Order Derivative 
Operators, PCA, SLR, and OANN. 

 

 

 

 

 

 

 

 

 

As evidenced by the results, the number of segments used to divide the face images can significantly impact the 
algorithm's performance. The best number of segments is 10, and deviations from this value can critically affect the 
behaviour of the proposed system. Therefore, in all experiments, the face images are divided into 10 segments 
horizontally and vertically, resulting in 100 segments. The second most important parameter is the optimal number 
of hidden layers required to efficiently classify complex scenarios. 

To determine this parameter, an experiment was conducted on different algorithms to extract the best value. Apart 
from the number of neurons and segments, the threshold values of the edge detection filters also play a significant 
role in the resulting binary edge image and classification process. To accurately select these thresholds, a separate 

experiment was performed for each of the six considered edge detection filters. Figures )5-10(, show the results of 
using different threshold values for each edge detection method. The best threshold value that maximizes 
performance is selected for each edge filter. . Figure 11 shows the effects of using a different number of segments on 

Testing Rate  ( Technique) 15% 20% 30% 40% Weighted Mean of CCR 

MDoG-DWT-SF-LRS-OANN 100.0000 998.5620 99.1030 97.5821 98.92112 

MDoG-DWT-SF-PCA-OANN 94.7140 91.8130 88.9430 92.618 98.8117 

MDoG-DWT-PF-LRS-OANN 93.4720 96.7320 91.8140 90.8420 92.0220 

MDoG-DWT-PF-PCA-OANN 91.5040 91.7530 90.7810 88.9410 93.2145 

MDoG-DWT-RF-LRS-OANN 91.6910 77.8410 50.8930 49.7840 90.7445 

MDoG-DWT-RF-PCA-OANN 88.6030 83.9140 77.6170 53.3810 67.5522 

Testing Rate 

Technique 
15% 20% 30% 40% Weighted Mean 

           MDoG-DWT-ZF-PCA -OANN 100.0000 98.5420 95.751 93.2150 96.8770 

MDoG-DWT-ZF-LRS-OANN 94.9420 86.7410 91.8140 92.9500 91.2717 

MDoG-DWT-LF-PCA-OANN 98.6180 94.7320 88.5190 81.438 90.8267 

MDoG-DWT-LF-LRS-OANN 90.4170 91.8430 88.2470 83.7290 88.5725 

MDoG-DWT-CF-PCA-OANN 94.3180 94.7900 83.7640 76.6150 82.4330 

MDoG-DWT-CF-PCA-OANN 96.5180 90.5910 70.981 71.6420 96.8770 
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the performance of our proposed algorithm. Figure 12 shows the results of this experiment, indicating that the best 
number of neurons to use. 

 

Figure 5: Performance of proposed System based on hybrid MDoG, Sobel, DWT, and LRS 

Tables 3 and 4 present the results of comparing different combinations of the proposed algorithm using public 
databases. Table 3 shows the results of using the SF, PF, and RF for both SLP and PCA feature extraction methods, 
while Table 4 presents the results of using the LF, Zero CF, and CF for both SLP and PCA feature 
extraction methods.       

 

Figure 6: Performance of proposed  System based 
on hybrid MDoG , Prewitt, DWT,  and LRS 

 

Figure 7: Performance of proposed System based on 
hybrid MDoG, Roberts , DWT, and LRS 

For all algorithms, the OANN is used. The algorithms that use the SLP method outperform the other PCA versions, 
with the MDoG-SF, DWT, SLP, and OANN algorithm being the best, achieving optimal mean and valuable values in 
two different percentages of the training data 

 

Figure 8: Performance of proposed System based on 
hybrid MDoG, Zero cross , DWT, and LRS 

 

Figure 9: Performance of proposed System based on 
hybrid MDoG, LoG, DWT, and LRS 
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Figure 10: Performance of proposed System based 
on hybrid MDoG, Canny , DWT, and LRS 

 

Figure 11. Distribution of Segments per image 

 

Figure 12. Distribution of Neurons in the Layers of OANN 

. The best algorithm in Table 4 is the MDoG-ZF DWT LRS OANN, achieving a correct classification metric of 
96.8%. The results confirm the performance of the proposed combination of MDoG and edge operators with the 
new proposed LRS feature extraction method and OANN. 

CONCLUSIONS  

This research paper presents a new framework for face recognition that addresses the challenges of uncontrolled 
face recognition, such as varying illumination conditions, occlusions, low-resolution images, and sunglasses, among 
others. While several methods have been reported for controlled conditions-based face recognition, very few 
methods have been reported for uncontrolled conditions. The proposed framework uses a hybrid 
face representation method that combines the modified difference of the Gaussian method, discrete wavelet 
transforms, edge operators, linear regression slope for feature extraction, and optimized artificial neural networks 
for classification. 

The series of the experiments was devoted to the search of the best parameters for each of the algorithms. Another 
crucial parameter of this algorithm is the number of minutes in each data block, which is the main part of the 
proposed algorithm. Proposed SLP method includes the creation of a positions matrix of pixel values which further 
calculates the slope of each point the SLP algorithm is capable to be resistant towards environmental factors such as 
light conditions and complex backgrounds. Another convenience is that this technique doesn’t necessitate 
complicated normalization processes, such as dimensionality reduction, increasing the length of execution time. 

The research also suggests that 2nd order filters like LF, ZF, and CF are more effective when it comes to binary 
image representation for face recognition than 1st order filters such as SF, PF, and RF. The algorithm was tested by 
experimenting with several techniques on the datasets such as LFW, CK, Jaffee and CAS in the training and testing 
sections and shows significant improvement over the state-of-the-art methods. 

The research paper's concluding part is devoted to a detailed comparison of our proposed method that has 
demonstrated its efficacy, while experimental results show the highest accuracy rates as well as good performance 
of DWT-SF-LRS-OANN combination, which outperforms other algorithms. Further research can take place where 
other classifier options are being used on the proposed method. 
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