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ARTICLE INFO  ABSTRACT 

Published: 30 Jul. 2020  Outpatient absenteeism is a recurring problem worldwide and in Brazil, it is a chronic problem. The number of 

appointments and exams scheduled and not performed, due to the non-attendance of patients, reaches 

significantly high rates and can be seen in all regions in the country and in different types of care and medical 

specialties. This practice generates waste of resources, disorganizes the offer of services, and limits the guarantee 
of care at different levels of assistance. In addition, it causes a series of dissatisfactions from users of the health 

system who really need and have not yet been able to access consultations and exams. This imbalance causes the 

misuse of the offer, an increase in the queue and waiting time, as well as a financial loss since it is paid for by a 

professional who is idle due to the absence of patients. It is necessary to understand the profile of these missing 

patients and to try to discover the reasons that lead this person to be absent, in order to predict a future absence 
for consultation. Thus, this work presents the study of different machine learning models in order to help predict 

whether or not the patient will attend the scheduled appointment. As a result, an end-to-end machine learning 

process was developed, considering exploratory data analysis, pre-processing, creation of machine learning 

models, analysis of results, and deployment of the most appropriate model in a web application. As a result, it was 

found that the Decision Tree algorithm represents an interesting choice as a final model for use in future 

observations. 

Keywords: absenteeism, prediction, machine learning 
 

INTRODUCTION 

A recurring model in the area of public health is the high rate of patients who do not attend scheduled medical examinations 

and consultations. It is not difficult to find in Brazil today a user dissatisfied with the care provided by public health. Most of the 

time, the complaint concerns the delay in scheduling exams or procedures. Absenteeism compromises the ability to schedule 

appointments at a health unit, hinders the access of other users to the health system, leads to an increase in the waiting time for 

a particular consultation and generates financial expenses, given that the service is paid by the municipality even when the user 

does not attend a scheduled appointment. More than impairing the day of care, the unjustified absences of patients without any 

prior communication at appointments or scheduled exams compromise the ability to schedule appointments at a health unit, 

hinder the access of other users to the health system, leads to an increase in the waiting period for a specific consultation and 

generates financial expenses, given that the service is paid by the municipality even when the user does not attend an scheduled 

appointment. 

More than damaging the day of care, the unjustified absences of patients without any prior communication in appointments 

or scheduled exams compromises the efficiency of the service. That is, the damage ends up affecting all users of the health system. 

In addition to not attending diagnostic support tests, absenteeism reaches a global prevalence of around 25% in specialized 

outpatient clinics (Silveira et al., 2018). The investigation of the main reasons for absenteeism in medical consultations is a 

fundamental factor for continued health care, for improving access to the public health system, for controlling waiting lines and 

improving the population’s quality of life (Salazar et al., 2020). 

Absenteeism from previously scheduled appointments compromises the effectiveness of medical care and creates a series of 

problems in public health systems around the world. Studies have identified long waiting times for health care as one of the main 
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challenges facing the system (AlRowaili, Ahmed and Areabi, 2016; Lenzi, Ben and Stein, 2019; Reid et al., 2015). A public opinion 

survey carried out in Canada (AlRowaili, Ahmed and Areabi, 2016), showed that 75% of respondents identified reducing the waiting 

list as a high priority action. Some studies recommend solving the problem by increasing resources as described by Santibãnez 

and Chow (2009) and Hoe (2007), while other studies show that the modernization of the process would lead to improvements, as 

described by Recht et al. (2013) and Lu, Li and Gisler (2011). Some authors suggest the need for organizational changes that 

facilitate adherence to consultations in the health service (Mohammadi et al., 2018). 

The patient’s failure to attend the medical appointment as scheduled is closely linked throughout the waiting time. Long 

waiting times lead to high non-attendance rates, which in turn leads to increased waiting times. The patient’s failure to attend 

consultations has two direct effects. The first, obviously, involves the patients themselves, who postpone the chance of being 

treated by a doctor. The second affects health services, because the time lost due to the lack of care for one patient implies that 

another patient misses the opportunity to be seen by the doctor. This is called the opportunity cost (Elvira et al., 2018). 

A better understanding of the topic makes it possible to create hypotheses to explain the reasons for its occurrence, thus 

contributing to the management and planning of services (Mohammadi et al., 2018; Salazar et al., 2020). The underutilization of 

medical consultations is a paradox in the face of constant complaints of excessive demand on the part of professionals and lack 

of supply from the perspective of users. The reorganization of agendas is a subject that is currently being discussed and aims to 

establish a balance between supply and demand, reduce waiting times, end the reserve of vacancies and, consequently, reduce 

absenteeism rates (Mohammadi et al., 2018; Salazar et al., 2020). 

Understanding the reasons why health absenteeism is so high can provide social and economic benefits. In Brazil, for example, 

more precisely in the state of Santa Catarina, the unexcused absence from scheduled medical appointments caused a financial 

impact of at least 3.8 million Euros in 2016 for 20 units under the responsibility of the state government and municipalities with 

more than 100 thousand inhabitants that account for 45% of the state’s population (Salazar et al., 2020). 

Much research has been done on outpatient absenteeism by health researchers, but little has been done in relation to 

understanding the reasons that lead the patient to miss the appointment. Examples of these studies in Brazil are presented by 

Silva (2013), Cavalcanti (2013), Canelada et al. (2014), Monken and Moreno (2015), Bittar et al. (2016), and Silva et al. (2017). 

Silva (2013), carried out an evaluation on how to reduce absenteeism in appointments made at a diabetes reference service. 

In his study, Silva pointed out the following actions as a solution to the problem: reduction in scheduling appointments from five 

to four appointments/day, in a single shift (morning or afternoon); distribution of a newsletter with the operating rules in the 

diabetes reference service; sending a message through the Short Message Service (SMS), one week before the scheduled date, 

remembering the date of the appointment and requesting that, if they are unable to attend, call ahead to cancel; optimization of 

the appointment scheduling system, avoiding delays in booking by telephone; monthly opening of medical diaries, avoiding 

accumulation of patients for appointment (virtual queue); “Informational pills” that are projected, through slides, on the television 

located in the waiting room of the outpatient clinic, during the period when patients are waiting for the call for consultations. 

Cavalcanti et al. (2013) presented a study on the absenteeism of specialized consultations in the public health system: the 

relationship between causes and the work process of family health teams in João Pessoa, Paraíba (Brazil). As a solution to reduce 

absenteeism, they focused on home visits by community health workers as a mechanism for coping with absenteeism, through 

community awareness. 

Canelada et al. (2014), carried out a study in a Medical Specialties Clinic, in the interior of the state of São Paulo and concluded 

that they should make a manual optimization of the doctors’ agenda, calling each of the patients. 

Monken and Moreno (2015), presented the use of control alerts as a tool for the loyalty of pediatric patients in a public clinic. 

The use of control alerts (red flags) in the scheduling system triggered measures to engage the mother in attending the 

consultations. The work was developed in the specialty of Neonatology of Newborn High Risk, in which the rate of absenteeism in 

April was 38%, and after the implementation of control alerts in May, it reduced to 11%. 

Bittar et al. (2016) presented a study on absenteeism in outpatient care for specialties in the state of São Paulo. As conclusions, 

they point out that the causes of absenteeism in outpatient care must be studied individually in each specialty, given that there 

may be specific factors such as disease severity, availability of professionals and equipment. 

Silva et al. (2017) presented a study on outpatient absenteeism in the postoperative period of orthopedic patients at a teaching 

hospital in São Paulo, however the result was inconclusive since it was not possible to establish reasons for absenteeism. 

As you can see, the studies done focus on alerting patients through calls or text messages, but there is no study focused on 

trying to discover the real reasons for their absence. The main justification for this is the amount of data to be analyzed, therefore, 

the application of data science and data mining techniques for this problem becomes an interesting solution. 

Within this context, it is necessary to analyze the topic in a scientific way so that the health area can react appropriately 

(Dogruyol and Sekeroglu, 2020). For this purpose, machine learning algorithms can serve as efficient tools to assist in the 

understanding of the patient’s behavior in relation to his presence in the medical consultation. Some studies show the use of 

machine learning algorithms for predicting absenteeism in other contexts, such as the absence of workers in their jobs (Nelson, 

2019; Priyanka and Nayak, 2020; Wahid, 2019). 

Predictive models can be used in the health area to estimate the risk of a certain outcome occurring, given a set of 

socioeconomic, demographic characteristics related to life habits and health conditions. Its results, when combined with public 

health measures applied at the population level, can have positive implications for reducing costs and the effectiveness of 

interventions, such as treatments and preventive actions (Santos et al., 2019). 
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Therefore, this work also intends to identify patterns in patients’ behavior in order to predict whether or not to attend 

scheduled appointments, in order to provide subsidies to managers regarding the management of consultations. The data used 

were extracted from an open database available on the Kaggle platform and refer to medical appointments scheduled in public 

hospitals in the city of Vitoria in the state of Espirito Santo - Brazil. The data refer to 2015 and 2016. The target variable chosen 

refers to the patient’s attendance or not at a medical appointment, and the predictors are represented by 14 variables related to 

the patient’s demographic, socioeconomic and health profile. The following steps were carried out throughout the study: dividing 

the data into two sets (training - 70% and tests - 30%), pre-processing, learning and evaluation of the prediction models created. 

In the learning stage, three algorithms were used in order to adjust the models: Logistic Regression, Random Forest and 

Decision Tree. For the selection of the best models, the hyper parameters of the algorithms were optimized by 10-fold cross-

validation. For each algorithm, the best model was evaluated in test data using the AUC (Area Under the ROC curve) of the ROC 

(Receiver Operating Characteristic) curve, and other measures relevant to the model’s performance. All models had AUC ROC 

greater than or equal to 0.6. 

For a better understanding and understanding, the methodology used for the development of this study, the construction of 

the predictive model, the results obtained and the conclusions are presented. 

METHODOLOGY 

Predictive analysis consists of applying algorithms to understand the structure of existing data and generate prediction rules 

(Covington, 2019). These algorithms can be used in an unsupervised or supervised scenario. In unsupervised problems, only 

predictors (covariates) are available in the data set and in supervised cases, in addition to the predictors, there is also a variable 

of interest responsible for guiding the analysis (Abbott, 2014). 

In the present work, Machine Learning algorithms are used in a supervised scenario in which the main objective is to adjust a 

model that relates the response to the predictors, in order to predict new events in future observations as described in Covington 

(2019) and Abbott (2014). The adjustment of predictive models can be represented by the steps of dividing the data set in training 

and testing, pre-processing, learning and model evaluation (Figure 1). 

 

Figure 1. Roadmap for applying Machine Learning algorithms in predictive analysis (Raschka and Mirjalili, 2017) 
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The sample is divided into training and test data to verify whether a model performs well, not only in data used for its 

adjustment (training), but also the ability to generalize to new observations (tests). The most used divisions are 60:40; 70:30; or 

80:20, depending on the size of the data set (Fenner, 2019). In general, the greater the number of observations, the greater the 

proportion of the initial set used for training. In the present study, 70% of the data were used for training the algorithms (74,021 

records) and 30% for testing the predictive performance of the adjusted models (36,459 records). 

According to Raschka and Mirjalili (2017) and (Fenner, 2019), a classification problem is defined when there is a sample with 

independent observations (X1, Y1), ..., (Xn, Yn) ~ (X, Y) and the objective is to build a function f (x) that can be used to predict new 

observations (Xn + 1, Yn + 1), ... (Xn + m, Yn + m), that is, it is intended that: 

𝑓(𝑋𝑛 + 1) ≈ 𝑌𝑛 + 1, . . . , 𝑓(𝑋𝑛 +𝑚) ≈ 𝑌𝑛 +𝑚 

In this way, Machine Learning algorithms are used in order to estimate f with the smallest possible error. Among the various 

algorithms available, some are not very flexible (less complex), but interpretable - as is the case with Decision Tree and Logistic 

Regression. On the other hand, there are more flexible (more complex) approaches, which makes it more difficult to understand 

how each predictor is individually associated with the response of interest - as in the case of Artificial Neural Networks, according 

to Fenner (2019), Covington (2019) , Raschka and Mirjalili (2017) and Abbott (2014). 

It is noted that less complex models can perform better than those that are more flexible, mainly because they are less subject 

to overfitting and, consequently, resulted in more accurate predictions in new observations. However, there is not a single 

algorithm capable of performing well in all applications, as described by Covington (2019) and Raschka and Mirjalili (2017). It is 

extremely important to compare some algorithms with different characteristics in order to select the one that results in a model 

with satisfactory predictive performance for the problem in question (Shalev-Shwartz and Ben-David, 2014). 

In general, the algorithms can be grouped into the following categories: linear, non-linear and based on decision trees (James 

et al., 2017). In the present study, three algorithms were selected for comparison: decision tree, logistic regression and random 

forest (based on decision trees). The algorithms were selected based on the existing data sample, the flexibility and complexity of 

the algorithms and the previous knowledge of the classification algorithms addressed. Table 1 describes the main characteristics 

of these algorithms. 

CONSTRUCTION OF PREDICTIVE MODEL 

The dataset used in this study consists of 110,527 appointments for medical appointments, each record being originally made 

up of 14 associated characteristics. The data were extracted from the “Medical Appointment No Shows” dataset of the Kaggle1 

website repository and refer to public hospitals in the city of Vitoria, in the state of Espirito Santo - Brazil. The data refer to 

schedules for the years 2015 and 2016. The characteristics are: PatientID; AppointmentID; Gender; ScheduledDay; 

AppointmentDay; Age; Neighbourhood; Government Grant (beneficiary of the Federal Government Program called Bolsa Família 

(1 or 0); Hipertension (1 or 0); Diabetes (1 or 0); Alcoholism (1 or 0); Handcap (patient with disability) (1 or 0); SMS_received (1 ou 

0); No-show (1 or 0). 

In this initial stage, an initial analysis was also carried out in order to obtain a greater understanding of the existing data. Within 

the knowledge discovery process, one of the phases is the exploratory data analysis - Exploratory Data Analysis (EDA), whose main 

objective is to understand what data exist, what possible trends, and therefore, which statistical tests will be appropriate to use 

(Cox, 2017). The EDA combines advanced data visualization techniques and statistical models, which use well-designed graphs, 

allowing complex inferences and analysis to be made, even when the graphs are based on basic statistics (McCandless, 2014). 

Some initial questions were defined to guide the analysis: what is the proportion of men and women in the sample?, which 

neighborhoods have the highest rate of absenteeism in consultations?, which month do patients miss the most visits ?, if there is 

an influence on patient attendance in the consultation if he has previously received an SMS message, among others. Among the 

most relevant facts, it is noted that women attend more scheduled appointments than men and that the fact that the patient has 

a disability, receives help from the government’s social program or suffers from alcoholism or hypertension has no direct 

relationship with cause of the patient not to go to the previously scheduled appointment. It is also observed that among the 

months observed, May and June are the months with the highest rate of dropout from consultations and that sending SMS to the 

 

1 https://www.kaggle.com/datasets 

Table 1. Main Features of the Used Algorithms 

Algorithm Main Features 

Logistic 

Regression 

The response variable is categorical and the estimate is made using the maximum likelihood method. They are commonly used in 

classification problems, in situations where the dependent variable is of a dichotomous or binary nature, where the independent 
variables can be categorical or not (Montgomery, Peck and Vining, 2012).  

Random Forest It aims to combine predictions from a set of complex classifiers (decision trees with many divisions), applied to the bootstrap sample of 

the training set. The difference is in the random selection of predictors to be used, in order to reduce the correlation between the trees 

that will be aggregated to produce the final prediction.  

Decision Tree 

Classifier 

They are commonly used in classification tasks but it is also possible to find in the literature their use in regression tasks. It stands out for 

its ability to reduce the complexity of the decision process in a smaller collection of simple decisions, providing a solution that is simpler 
to understand. The amount of calculations required to perform a classification is generally much less than the amount spent on neural 

networks, so its execution time is more efficient (Goodfellow, Bengio and Courville, 2016)  
 

https://www.kaggle.com/datasets
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patient before the appointment does not increase the likelihood of attending the appointment. Figure 2 presents the results 

obtained for these questions, considering the gender that most frequents the scheduled appointments (a), the relationship 

between alcoholism and attendance at the consultation (b), months with the highest rate of non-attendance at the consultations 

(c) and the reception ratio of SMS previously with the attendance in the consultation schedule (d). 

Pre-processing 

Pre-processing is guided by the algorithms that will be used to adjust the predictive models described in Covington (2019) and 

Abbott (2018). In general, the following activities are performed during this stage: (i) transformation of quantitative variables (via 

standardization or normalization); (ii) reduction of the dimensionality of the data set (exclusion of highly correlated predictors or 

use of principal component analysis); (iii) exclusion of variables / observations with missing data or use of imputation techniques 

(mean, median or most frequent value in the case of numerical predictors); and (iv) organization of qualitative variables 

(decomposition of categorical variables into a set of indicator variables that will be used as predictors), according to Covington 

(2019) and Abbott (2018). 

It is worth mentioning that the parameters estimated by pre-processing procedures, such as those resulting from the 

standardization of variables and the calculation of the value for the imputation of missing data, are obtained in training data and, 

later, applied to the test data (as well as new observations) before predictions are made. Such a procedure is adopted so that the 

performance of the test data is reliable to the real performance of the predictive model in future data (Fenner, 2019). 

In the pre-processing stage, values for the attribute related to the patient’s age were adjusted to only values between zero and 

95 years (n = 47) - considering that it is currently very unlikely that people will live longer than 95 years. As for the variable that 

informs whether the patient has a disability or not, only values 0 and 1 were considered, eliminating the other values (n = 199). In 

order to add more information to the dataset, two new variables were calculated from the existing attributes. The first numeric 

variable was created by calculating the difference between the day of the appointment and the day of the appointment, resulting 

in the number of days the patient waited to be seen since the appointment was made. The other inclusion refers to a variable that 

indicates the patient’s age group (young, adult or elderly). 

Hyperparameter Optimization 

In Machine Learning, there are two types of parameters to be estimated: the usual parameters of an algorithm, such as the 

weights of a logistic regression, and the hyperparameters, related to the control of the flexibility of the algorithm, according to 

Shalev-Shwartz and Ben-David (2014), and James et al. (2017). Hyperparameters are defined before training and are different from 

  

(a)      (b) 

  

(c)      (d) 

Figure 2. Analysis Results 
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the model’s internal values, which are changed according to what the model is learning. For example, the maximum depth of a 

Decision Tree is considered a hyperparameter because it serves as a delimiter of the algorithm during the training process of the 

model based on Shwartz and Ben-David (2014), and James et al. (2017). 

The control of the flexibility of an algorithm is dependent on the balance between bias and variance. The bias is related to the 

correspondence between the value predicted by a model for a given observation and the actual observed value, while the variance 

refers to the sensitivity of the predictions to the variability of the training observations, according to Shwartz and Ben-David (2014), 

and James et al. (2017). The use of Machine Learning algorithms becomes challenging from the moment that moderate flexibility 

is desired, that is, a flexible model has high variance, while a less flexible model has low variance but can present a high bias. 

Thus, two main objectives are pursued when developing predictive models: selecting and evaluating the models. In the first 

case, for a given algorithm that has hyperparameters, the performance of different models, based on variations in the values for 

the hyperparameters, is evaluated to select the one that results in the best performance (balance between bias and variance). In 

the second, after defining the model, we try to estimate its prediction error in new observations (Hastie, Tibshrirani and Friedman, 

2017). 

In the present work, the optimization of hyperparameters occurred through the use of the open source Machine Learning 

library for the Python language - Scikit learn. Initially, the Decision Tree algorithm was trained through the standard parameters 

of the library and, subsequently, a sequence of tests was performed in order to extract the best fit for the parameters of the 

algorithm. The maximum depth hyperparameter of the Decision Tree was tested in order to obtain the value with the best cost 

benefit, that is, to obtain satisfactory accuracy as well as reasonable computational performance. For that, according to the 

literature, with a value between 5 to 10 of maximum depth of the tree it is already possible to obtain a good performance in this 

type of algorithm (Abbott, 2014; Covington , 2019; Raschka and Mirjalili, 2017; Shwartz and Ben-David, 2014). 

A concept linked to obtaining a model with good accuracy for the test data is the reduction of the impact of overfitting. 

Overfitting is observed when an algorithm performs almost perfectly with the training data but does not obtain a satisfactory 

result for the test data (James et al., 2017). In this way, an iteration was performed with 10 repetitions in order to find the ideal 

point at which the algorithm performs well for both the training model and the test (James et al., 2017) (Figure 3). 

Thus, based on Figure 3, it can be seen that the maximum depth of the tree used was 3 levels. The other algorithms chosen to 

be used (Logistic Regression and Random Forest), as well as the other hyperparameters of the Decision Tree (min_samples_leaf 

and min_samples_split) were maintained with their default values. 

Holdout and Cross Validation 

Among the re-sampling techniques, there are two main approaches: holdout and cross-validation. The holdout method, also 

called percent split, receives as input the information regarding the percentage in which the data will be divided into training and 

test subsets (James et al., 2017). The cross-validation technique, on the other hand, consists of randomly dividing training data 

into k parts of equal size, in which k-1 will compose the training data for model fitting, and the other part will be reserved for 

estimating its performance, according to Covington (2019) and Abbott (2014). Using the Scikit-learn library for Python, the 

application of both techniques can be performed in a simplified way. 

In the present work, the application of the holdout method occurred through the call of the train_test_split function, in which 

30% of the data were separated for testing while the rest was kept for training. Due to the function’s internal algorithm using an 

attribute responsible for defining the randomness in which the data is divided, a fixed value was defined that allows the same 

training and test set to be obtained in every execution of the algorithm. Another parameter used in the function was that of data 

stratification, that is, when dividing the data into training and testing, the same proportion of classes as the original dataset is 

maintained, thus preserving the initial characteristics of the data. 

 

Figure 3. Performance comparison of the decision tree algorithm based on the maximum depth hyperparameter of the tree 
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In the k-fold cross-validation technique, the process of dividing data between training and testing continues until all parties 

have participated in both training and model validation, resulting in k performance estimates, according to Covington (2019) and 

Abbott (2014). There is no precise rule for choosing k, although dividing the data into 5 or 10 parts is more common. As k increases, 

the size difference between the original training set and the re-sampled subsets becomes smaller, and as this difference decreases, 

the bias of the cross-validation technique also becomes smaller. On the other hand, the time required to obtain the final result of 

cross-validation becomes longer (Kuhn, 2018). 

Another optimization performed in the cross validation was the use of the group k-fold technique, that is, to separate the 

training and test data with cross validation according to the existing groups. This prevents the separation of the data from 

including elements of the same group in both the training and test data, thus improving the performance of the estimator to 

predict future data not yet observed by the model described in Kuhn (2018). In the present study, cross-validation with k = 10 was 

used and the group was defined as the patient identification parameter. 

Models Performance Evaluation 

Once the k value is established, it is necessary to define a measure to estimate the performance of the adjusted models. Such 

measures are important both in the selection stage and in the evaluation of predictive models, as described by Hastie, Tibshrirani 

and Friedman (2017), and Kuhn (2018). The use of the adjusted model in different scenarios allows the establishment of cut-off 

points and evaluation of the model in terms of sensitivity and specificity. One way to visualize these and other points of the 

evaluator model is through the confusion matrix (Deng et al., 2016). 

The confusion matrix is represented by the cross tabulation of observed and predicted classes for the test data, as shown in 

Table 2. In this table, a and d denote cases with correctly predicted responses, and b and c, represent classification errors. 

Sensitivity [a/(a + c)] is the proportion of True Positives (TP) among all individuals whose response of interest has been observed, 

and specificity [d/(b + d)] refers to the proportion of True Negatives (TN) among those with missing interest response. 

 After training the Decision Tree model and applying the fit to the extracted test data, the confusion matrix shown in Figure 4 

was obtained. After calculating the specificity and sensitivity of the model, a value of 0 was obtained, 0.9889 and 0.01986, 

Table 2. Confusion Matrix for Classification Problems (Deng et al., 2016) 

 
Resposta Observada 

 
Presente Ausente 

Predicted Response 
Present True Positive (a) False Positive (b) a+b 

Absent False Negative (c) True Negative (d) c+d 

 a+c b+d  
 

 

Figure 4. Confusion matrix obtained for decision tree, logistic regression and random forest algorithms 



8 / 11 Salazar et al. / J INFORM SYSTEMS ENG, 5(4), em0122 

respectively. Thus, it is noted that the model chosen has a high degree of assertiveness when it predicts that the patient will attend 

the medical consultation, however, when it comes to predicting whether the patient will not attend, a high error rate is obtained. 

In these cases, a pertinent approach would be to perform the screening of the data in which the model predicted that the patient 

will not attend the consultation and perform the analysis by a specialist. 

Another alternative to analyze the model is the ROC curve, which represents an adequate way to assess sensitivity and 

specificity, so that the overall performance of a classifier can be assessed by the area under the curve (AUC): the higher the AUC 

(closest of 1), the better the performance of the model based on Covington (2019) and Abbott (2014). AUC ROC can be useful when 

comparing two models with different predictors, different hyperparameters or even classifiers from different complementary 

algorithms. In the model selection stage, AUC ROC is also frequently used as a metric for optimizing hyperparameters in the k-fold 

cross-validation process (James et al., 2017). 

RESULTS 

After performing the data pre-processing and learning the models, the selection and evaluation of the predictive models was 

performed. The metric used for model optimization and selection during learning was the AUC ROC. However, the three models 

chosen achieved similar performances with the test data (AUC = 0.6). In the Decision Tree and Random Forest algorithms, after 

training and testing the model, the selection of the most important attributes for the model was performed, that is, those that 

exert the greatest influence on the prediction results (Figure 5). 

According to Figure 3, in both models obtained through the Decision Tree and Random Forest algorithms, the attributes that 

most influence the result of the models are the patient’s age and whether or not the patient received SMS before the consultation. 

Despite the weight of these two attributes being much greater than the others, even removing the other features from the dataset 

 

(a) 

 

(b) 

Figure 5. Importance of each attribute in the models generated from the Decision Tree (a) and Random Forest (b) algorithms 
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and generating a new model with the same algorithms, only with the most relevant attributes, the models had the same 

performance. 

In order to obtain the accuracy of the models with a greater degree of confidence, the calculation of the accuracy interval with 

cross-validation was performed. It is known that 95% of the data density is between the mean and more or less two standard 

deviations. In this way, all the algorithms obtained an accuracy interval similar to the Decision Tree algorithm, between the values 

of 78% and 80%. Therefore, after the validation of the chosen predictive models, the Decision Tree algorithm represents an 

interesting choice as a final model for use in future observations. 

Finally, in order to make the test of the generated model more easily, a web application2 was developed that allows inserting 

attributes referring to the consultation and characteristics of the patient and predicting whether or not the patient will attend the 

consultation, through the machine learning model obtained. The Flask micro framework (Grinberg, 2014) was used to create the 

API (Application Programming Interface) following the REST (Representational State Transfer) architecture. In the frontend, the 

Vue.js framework (Filipova, 2016) was used to allow the user to insert data via the interface. The developed API has a predict 

method that receives requests with input parameters. The parameters are transformed to the data standard accepted by the 

model and are inserted as input into the developed Machine Learning model. Figure 6 shows an example of using the application. 

 

2 https://github.com/luizhsalazar/medical-appointment-classifier 

 

Figure 6. Example of using the developed web application 

https://github.com/luizhsalazar/medical-appointment-classifier
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CONCLUSIONS 

Considering the results obtained, it can be said that the information collected in the data set does not seem sufficient to build 

a solid predictive model. The improvement of the results, that is, the improvement of the capacities of the classifier presented in 

this work, seems to depend on an improvement in the amount of information available, both for patients and for consultations. 

Patient information can be supplemented with more socio-demographic information. Likewise, with regard to consultations, 

supplementing information with data related to the procedures and processes to be performed on the patient, can provide the 

classifier with relevant information to better predict the classification. 

Finally, it also seems reasonable to think that the severity of a disease and its consequences can be a significant variable in the 

patient’s decision to attend an appointment or not. While it is true that these are very subjective concepts and each individual 

interprets them differently, health is something that the average individual generally takes very seriously. Therefore, providing 

this information from the patient’s medical history can improve the model. In future work, it is intended to extend the model to 

include other variables and parameters not addressed in this work. It will also be necessary to compare new results and metrics 

in order to identify the best algorithm according to the amount of information. 
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