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ARTICLE INFO ABSTRACT

Received: 18 Aug 2024 This paper presents a comparative study of FITNET and CASCADE Neural Network-based
Model Predictive Control (NN-MPC) for Multi-Agent Systems (MAS). The NN-MPC
framework is applied to the leader-follower consensus problem, where agents coordinate to
achieve collective behavior. In this approach, the MPC is utilized to predict the future values
the control objective which is optimized by minimizing a cost function with various neural
networks architectures. A comparative analysis is conducted based on varying training
strategies, and the effectiveness of both the configurations are evaluated through simulation
studies on a quadrotor fleet. The results demonstrate that FITNET NN based MPC
significantly enhances the performance and consensus behavior of multi-agent systems.
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1. Introduction

Multi-agent systems (MAS) are gaining prominence across various domains, including robotics, distributed control,
telecommunications, collaborative decision support, and economics [1]. MAS presents unique challenges due to the
need for coordination and cooperation among multiple agents, often in dynamic and uncertain environments [2].
Model Predictive Control has emerged as a powerful framework for controlling complex systems, offering
advantages such as constraint handling, disturbance rejection, and trajectory optimization [3].

The integration of learning techniques with MPC has opened new avenues for enhancing the performance and
adaptability of multi-agent systems. Integrating learning techniques with MPC offers the potential to significantly
enhance the performance of multi-agent systems, enabling adaptation to dynamic environments, learning from
past experiences, and refining decision-making processes [4]. MPC has been used to solve a various challenge of the
control problems, including autonomous driving [5], power system stability control [6], batch process control [7],
[8] and chemical process control [9].

Neural network-based learning enhances MPC by adapting the system dynamics, cost functions, or constraint sets
based on data [10]. The shallow neural network involves learning intricate functions, presenting inherent
limitations when contrasted with deep architectures [11]. There are various architectures for shallow neural
networks with distinguished characteristics. Fit Net neural network structure is the basic one of the feed-forward
neural networks, in which activity is propagated unidirectional layer-by-layer from the input up to the output stage,
with no feedback connections within or between layers [12].

Another neural network structure can be cascade-forward network, in which each layer receives input from all
previous layers [13]. In cascade network structure, unlike standard feed-forward networks where only the first layer
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directly receives the input, in cascade networks, every layer receives the input directly, facilitating the learning of
more intricate and hierarchical representations of the input data [14].

The paper contributes as the following;:

— This work contributes to the comparative analysis of different FITNET NN based MPC for multi-agents with
CASCADE NET based MPC to find optimal solution to the consensus problem of leader-follower system.

— The results are validated using mean square error (MSE) for both FITNET and CASCADE structure. The
outcome with the best training function is presented with trade-off between fast response and least error
performance.

2. Problem Formulation

This study addresses the consensus problem in cooperative Multi-Agent Systems (MAS), where the goal is for all
agents to reach a common state through local interactions over a communication network [15-17]. The
communication among agents is modeled using graph theory.

Let G = (T, D, A) be a directed graph representing the communication topology, where T = {t,, ts, . . . , ta} is the set
of nodes (agents), and D € T x T denotes the set of directed edges. The weighted adjacency matrix is A = [a;] €
R™n and the Laplacian matrix is defined as L = [I;], where

T ay, . Iy=—ayforifFj.
JENi

To account for switching topologies, we model G-+(0) = (T (6), D(8), A(6)), where the mode 6(k) € S ={1,2,...,q}is
governed by a homogeneous Markov chain [20].
Each agent is modeled with a first-order integrator system:

%) =u; () (1
where x;(t) is the state and u;(t) is the control input.
The consensus control law is defined as:

u(k) = (L(O(k) * Ki) x(k) (2

where K is the control gain matrix, and x(k) is the collective state vector of all agents.

To achieve this control objective, we employ a FITNET Neural Network-based Model Predictive Control (NN-MPC)
strategy, illustrated in Fig. 1. The MPC layer predicts system behavior and computes a cost function, while the NN
layer learns to optimize the cost by adjusting K using inputs x(k) and (k).

In a more general setting, the agent dynamics can include non-linearity and external disturbances:
xi(t) = Ax;(t) + Bu(t) + f (6, x:(t)) + By di(t) (3)
where f (t, xi(t)) models nonlinear internal dynamics, and di(t) is the disturbance input.

The proposed approach is simulated using MATLAB 2022, and the performance is analyzed for various NN training
algorithms to achieve consensus in a fleet of quadrotors [18].

Fig. 1 shows the block diagram of FITNET based NN-MPC for multi-agent system. In which it is clearly shown that
the value of control gain Ky is found using FITNET based optimization and MPC prediction.
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Fig. 1. Block diagram of FITNET NN-based MPC for Multi-Agent Systems [15, 21]

3. FITNET Neural Network Optimization based MPC for Multi-Agent System

This section outlines the integration of Model Predictive Control (MPC) with FITNET and CASCADE Neural
Network (NN)-based optimization for achieving consensus in a Multi-Agent System (MAS).

Consider a MAS where the objective is for follower agents to track the state of a leader. The consensus objective can
be expressed in terms of the state error between the ith follower and the leader agent:

E(k) = xi(k) — xo0(k) (4)
where xi(k) and x,(k) are the states of the ith follower and the leader at time step k, respectively.
To guide the system towards consensus, we define a quadratic cost function associated with the error state:
V(E(®), (D) = ET ()P, E(1), (5)

where P, is a positive-definite matrix and 6(t) denotes the communication topology mode at time t. The predicted
cost function over a future horizon h is given by:

JEG)) = = Euqi [V (E®. 6] ©)
r=k+1

To minimize this cost, the optimal control gain matrix is computed by:

Ki; = arg min J(E(K)). N
Ky EKpen

This optimization is handled by an NN-based learning mechanism that updates the gain Ki by training the network
to reduce the predicted cost J(E(k)) over iterations. This combined NN-MPC framework enables the multi-agent
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4. FITNET AND CASCADE NET Neural Architectures
4.1 Fit-Net Architecture

Fig. 2. shows the architecture of Fit Net neural network. Fit Net is a simple feed-forward neural network with one
hidden layer [19]. It’s commonly used for function approximation and regression tasks.

J=y=f(W2-f(W1x+b1)+b2) (8)

FitNet

Output

: 00

Hidden layers

Fig. 2. Architecture of Fit Net Neural Network

4.2 Cascade-Forward Net Architecture

Fig. 3 shows the architecture of recurrent neural network. A Cascade-Forward Net allows connections from the
input layer to all subsequent layers, including to the output directly, enhancing learning flexibility [20].

J=y=f(W;-f(Waz-f(Wix + b1) + Wyx + b) + bs) )

CASCADE-NET

Output

HO\@,

Hidden layers

Fig. 3. Architecture of Cascade Neural Network
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where, h; is the hidden state of the NN, x; is the input, y; is the output at time step t. Wp, W, & W, are weight
matrices that are learned during training, b and c are bias vectors that are learned during training, f and g are
sigmoid activation functions applied element-wise to the weighted inputs.

There is a feedback connection from the hidden node h to itself, which allows the network to maintain a memory of
previous inputs. The weights Wy, W, and W, are adjusted to obtain the optimized output for a given set of input
data.

The input x; to Neural Network can be given as optimal control gain matrix K,
x()=[1K®...Kmn, ,  Km ,  Kprd]'(10)

Following algorithm shows and explains how the optimization is achieved with various training functions for NN
based model predictive control. Firstly, the system x (0) and the mode 6 (0) are initialized and the gain K is set to
zero. NN training starts with the initial conditions to compute the cost function J given by the (8 - 9) and then the
control gain matrix U is calculated (2).

To compute the future predicted cost J mentioned in (6), the cost function V given by (5) is calculated over the
prediction horizon and all the values of V are summed to give the prediction cost. The values of J and K are
updated and stored for next iteration and the process is repeated until the cost satisfy the criteria y set for the
optimum value of the cost function.

5. Simulation study

The dynamics of quadrotor fleet described in [18] is used for the simulation purpose and the data used for the
simulation is referred from [15], [21]. In which, d is the disturbance for the ith agent.

Let f (¢, xi(t)) = 0.01 sin(xi(t)), A = [g _(1) 5], B = [22] B, = (1) (1)], The initial values are same as considered in
[21].

1 0 00 1 0 0 0
. . . -1 1 o0 o0 -1 1 0 o0
The Laplacian matrices are defined as L(1) = 0 -1 1 0 and L(2) = 0 -1 1 0
-1 0 0 1 -1 0 0 1
. . . . [0.95 0.05
The probability transition matrix st used is 7 = 0.02 098

Fig. 4 shows the directed graph used corresponding to L(1) and L(2). Discretization of the continuous time system
is done at sampling period Ts = 0.01.

a) L(1) directed graph b) L(2) directed graph
Fig. 4. Directed graph topology
The simulation is done hereby with N = 10 neurons, and MPC prediction horizon is chosen to be 100 for the best

results in both the feedforward neural network optimization and recurrent neural network optimization which is
considered as sufficient to obtain the optimal point. The convergence point can be achieved for A = 0.01. The
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measurement parameter considered for the validation is mean-squared error of the r-th state of the i-th agent
(MSE,;) given by

k
MSE = kifzkioleﬁ(k)lz (11)

where kris the value at end of the time of convergence and e;; (k) is the r-th value of the error e; (k).
6. Result analysis and discussion

Fig. 5 shows the result of NN based MPC with the Fit Naet architecture. It reflects that all the agents achieve
consensus at 3 sec for ‘position state’ whereas the same is achieved after 4 sec for the ‘velocity state’.

Fig. 6 shows the result of NN based MPC with the cascade network architecture. It reflects that all the agents
achieve consensus at 4 sec for ‘position state’ and at 5 sec for the ‘velocity state’.
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Fig. 5. Position and velocity response of the followers with Fit Net architecture
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Fig. 6. Position and velocity response of the followers with Cascade Forward Net architecture

Table 1 shows the comparison of mean squared errors for the ‘position state’ and ‘velocity state’ of various neural
network architectures for achieving consensus of follower agents. It can be observed that the least error is found
with three cases as Fit Net and CFN for ‘position state’ and ‘velocity state’. MSE is least for both ‘position state’ and
‘velocity state’ error for the followers ‘2’ if Fit Net architecture is used neural network structure. In other cases, like
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‘Position state’ of follower ‘4’ and ‘velocity state’ of follower ‘1’ and ‘4’ the MSE is minimum with CFN architecture.
However, the negotiation on the MSE for the ‘position state’ and ‘velocity state’ can be accepted to an extent for the
nature and speed of response among different training network architectures.

Table 1. Mean squared error comparison of FITNET and CASCADE Neural Network based MPC for Mult-agent

system
(i agent,r; state)  Fit Net Cascade Forward Least MSE
Net (CFN)

(1,1) 0.0866 0.1028 Fit Net
(1,2) 0.0967 0.0740 CFN

(2,1) 0.0010 0.0022 Fit Net
(2,2) 0.0204 0.0237 Fit Net
(3,2) 0.3387 0.1978 CFN

(4,1) 0.0826 0.0377 CFN

(4,2) 0.3825 0.3324 CFN

Based on the observations and comparison made in this study, it is evident that the RNN based MPC demonstrates
successful achievement of consensus in the minimum time thereby showing least MSE for the ‘position state’ of
follower ‘’and ‘velocity state’ of follower ‘3’. However, no single training function provides least MSE for all agents
for the ‘position state’ and ‘velocity state’.

~. Conclusion

In conclusion, the findings of this study reveals that the NN-based model predictive controller (MPC) based on
FITNET gives better results in terms of agents achieving consensus in minimum time elapsed as compared to
CASCADE neural network architectures. Also, there is substantial amount of percentage decrease in the MSE for
the ‘position state’ of follower ‘1 & 2’and ‘velocity state’ of follower ‘2’ that validates the effectiveness of the
recurrent neural network-based training network. However, there is no architecture found that provides least MSE
for all agents for the ‘position state’ and ‘velocity state’. Future research efforts should be focused to find such a
learning-based MPC that can provide fast response as well as least MSE for most of the agents to achieve the
consensus of leader- follower system.
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