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An important danger to brand integrity, income, and customer confidence is the widespread 

presence of fake luxury fashion items in online marketplaces. This study suggests an artificial 

intelligence (AI) framework that combines picture recognition, natural language processing 

(NLP), and web scraping methods to detect and flag fake listings on e-commerce platforms. A 

machine learning (ML) algorithm is used in the present study to identify counterfeit customer 

evaluations in a dataset.  To determine the legitimacy of these reviews and then evaluate their 

validity, the program makes use of predictive modelling methods. The method employs 

convolutional neural networks (CNNs) to identify visual differences between genuine and fake 

products and uses natural language processing (NLP) to examine product evaluations and 
descriptions for questionable trends after automatically gathering product data and photos 

from many websites. In the current day, this procedure is especially crucial in domains like 

business intelligence. In this work, we suggest an AI system that works as a personal assistant 

for a designer of fashion products. The architecture of the system and all of its parts are shown, 

with special attention paid to the subsystems for data gathering and data clustering. Our use 

case scenario involves retrieving datasets of clothing items from two distinct sources and using 

Natural Language Processes to convert them into a certain format. Comparative results are 

shown after the two datasets are grouped independently using various mixed-type clustering 

algorithms, demonstrating the value of the clustering process in the issue of recommending 

apparel products. 

Keywords:  Fashion Products, Brand Integrity, Online Marketplaces, AI-Driven, Machine 

Learning (ML) Algorithm, E-Commerce Platforms, Natural Language Processes, Convolutional 

Neural Networks (CNNs), Clustering Algorithms, Fashion Product. 

 

I. INTRODUCTION 

Global efforts are being made to combat the problem of cybercrime since the risk of fraud exposure has grown 

dramatically due to the growing usage of the internet and online commerce.In an effort to combat the trafficking of 

counterfeit products, 21 nations have recently joined forces under the Europol-backed Europe-wide operation 

Aphrodite.  

In 2020, the fashion industry saw a radical transformation. The sector had its worst year ever, with almost three 

quarters of listed businesses losing money as the coronavirus epidemic sent shockwaves throughout the globe [1]. As 

the year came to a close, several areas were seeing a second wave of illnesses, which caused disruptions to supply 

chains and changes in consumer behaviour. 

Despite understanding that we will need to take full advantage of the positive aspects of life and business in the next 

year, a chaotic and frightening year has left us all searching for them. In fact, the McKinsey Global Fashion Index 

research predicts that fashion firms will report a 90 percent drop in economic profit in 2020, after a 4 percent increase 

in 2019 [1, 2].Two possibilities are the focus of our estimates for industry performance in the next year, given the 

persistent uncertainty.  

In recent years, fashion studies have drawn more interest from the computer vision, machine learning, and 

multimedia fields as it has become an intriguing challenge for computer scientists to handle fashion large data using 

artificial intelligence (AI) [2]. This study presents the state of fashion research and offers a taxonomy of these 
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investigations, which range from low-level fashion identification to middle-level fashion comprehension to high-level 

fashion applications. 

Over the last year, there has been a noticeable change in consumer behaviour as a result of individuals staying inside 

to protect themselves from the virus, travel restrictions, and retail closures worldwide. But as digital consumption 

continues to dominate and rise in 2021, [1], businesses need to provide more sociable and engaging experiences to 

entice customers to interact. 

This approach has various applications [3, 4], but it is particularly helpful in business intelligence. In order to remain 

competitive in the twenty-first century, a company must have a strong online presence, and web scraping is a crucial 

tool for such. 

Spammers often utilise unsolicited online communications, or spam, to promote their business's product [5]. 

Spammers' unfavourable remarks about products from competing companies have grown to be a serious issue for 

companies that only rely on digital marketing strategies. In today's society, it is usual for spammers to submit phoney 

evaluations using praise phrases like "awesome," "excellent," or "very good" [5].  

In order to get further input on items, those that make unsolicited messages often employ the terms mentioned above 

[5, 6]. This has become a really serious problem.  Utilising effective methods that can identify individuals who engage 

in this kind of spam is essential.  Amazon and Flipkart are enterprises with substantial product inventories, data 

collecting, and customer feedback [7, 8]. 

Since data aids in decision-making, it is essential for businesses and organisations. The majority of the data, in 

particular, are currently accessible online [8]. The first step in any data science research and development process is 

data collection, which involves gathering data from either private source, such as firm sales records or financial 

reports, or from public sources, such as periodicals, websites, and open data [9]. 

The three mains, connected stages of internet scraping are website analysis, website crawling, and information 

structure [10].  Data mining and web scraping vary in that the latter does not need data analysis, while the former 

does. Moreover, data mining uses quite complex statistical methods. Because a lot of the necessary functionality can be 

executed efficiently using a number of readily available tools and frameworks, web scraping is often a very easy 

procedure [11]. You may create custom HTTP requests with various headers and payloads using most web scraping 

software.  

Additionally, consumers on social media now place a higher emphasis on customer feedback. Before making a 

purchase, many customers look for human connection to build brand trust since they are leery of one-sided 

advertising.  In this regard, social media provides customers with convenient access to genuine evaluations from other 

people [11]. In order to browse across brands and influence their purchasing choices, consumers may search posts or 

tags for a particular brand or product [13]. However, social media's rise has benefited more than just customers and 

companies. The fight against counterfeit goods has moved to social media.  Since counterfeiters are always making 

new accounts and posts to offer phoney luxury goods for almost nothing, eliminating online counterfeit goods is like 

playing a game of "whack-a-mole." Owners of trademarks must devote their limited time and resources to trademark 

monitoring and persistently pursuing the removal of counterfeit listings. 

Luxury businesses may now more effectively support the word-of-mouth marketing strategy thanks to the rise of social 

media [19]. One of the most important sources of market knowledge for customers nowadays is interpersonal 

conversation about goods and services [59]. According to a 2018 study, 40% of luxury purchases are impacted by what 

customers see online, highlighting the significance of social media and online platforms for a premium brand's 

exposure and standing. Conversely, social media offers luxury firms a potent instrument for market research on 

consumer trends and behaviours [39, 52]. Recent fashion shows, new product releases, or celebrity appearances may 

influence social media conversations among consumers. 

Social media hashtags can assist luxury businesses in navigating and sifting through consumer evaluations and 

preferences. In order to attract clients that share their social ideals, companies often utilise social media to track their 

reputation via online influencers [55]. But social media's ease also works in counterfeiters' favour. Social media gives 
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counterfeiters a shell of anonymity that helps them avoid detection in addition to easy access. Even when its posts are 

taken down or its account is disabled [25], a counterfeiter may quickly and cheaply create a new account for free to 

keep selling phoney goods [29]. Additionally, it is very difficult to monitor and trace internet activity in real time due 

to the large number of fake postings.  

For instance, it's predicted that up to 95 million fake accounts may be present on Instagram [20]. Users face chaos as a 

result of the massive volume of fake posts that many of these bot accounts publish each day. Online trademark 

enforcement is an unwinnable "whack-a-mole" game because of these difficulties, with enforcers having limited 

whacking resources for an infinite number of moles[30]. 

The fashion outfits industry is being driven by fast fashion, which means that retail marketplaces must produce goods 

more rapidly while still meeting consumer wants and current trends [12, 13]. In order to promote the development of 

innovative ideas, solve the problem of supply and demand balance, improve customer service, assist designers, and 

increase overall efficiency, AI-based technologies are applied to a company's whole supply chain. AI techniques have 

been applied in an increasing number of fashion industry initiatives recently, including those run by Google and 

Amazon [14]. 

These days, the regular use of e-commerce websites and the massive amount of data collected by fashion businesses 

provide solutions related to the fashion development processes that apply artificial intelligence techniques [15]. Well-

known fashion brands have provided incredible AI-driven solutions, such as the Hugo Boss AI Capsule Collection1, in 

which an AI system develops a new collection, and Reimagine Retail, [16], a collaboration between the Fashion 

Institute of Technology, IBM, and Tommy Hilfiger that aims to improve the process of designing and forecast future 

market trends.  

This paper highlights on the creative side of the fashion industry, the fashion design process.   This is accomplished by 

proposing a sophisticated and semi-autonomous decision-support system for fashion designers. By compiling, 

organising, and combining data from many sources, this system might act as a personal assistant before 

recommending fashion items according to the designer's preferences [17]. The information associated with the 

clothing images is analysed using Natural Language Processing (NLP) techniques, computer vision algorithms are 

used to extract features from the images and improve their meta-data, and machine learning techniques are used to 

analyse the raw data and build models that can aid in decision-making [18]. The bulk of the many research that have 

been published in the field of clothing data analysis have concentrated on product recommendation, dataset 

construction, clothing classification, and feature extraction from pictures [19].  

A selection of characteristics and labels were applied to the 800,000 images that comprise the Deep Fashion collection 

[19]. The challenge includes the following steps to help you comprehend the features of a garment pictures:  

a) Image retrieval with description, 

b) Learning features for the human body's top and bottom,  

c) Deep learning feature extraction, [20], 

d) Applying pose estimation methods, and  

e) Deep learning for hierarchical feature representation learning [21]. 

It is hard to overstate how important sophisticated background removal techniques are to meeting these client 

demands [22]. The correct functioning of customisation algorithms depends on producing high-quality, visually 

appealing product photographs, which calls for precise and efficient background removal.  In the fashion industry, 

background reduction is a crucial image processing technique that is often used, especially in the e-commerce sector 

[23]. In order to make educated decisions while making online purchases, customers mostly rely on product images 

[23]. Their decisions to buy could be heavily impacted by how accurate and high-quality the visual experience is. In 

addition to eliminating distractions, removing the background from product images helps highlight the key features of 

the item, making it easier for customers to evaluate and spend. 

In the fashion sector, removing the background from product photos may significantly improve their visual appeal. 

When consumers browse e-commerce websites, they look for high-quality photos that accurately represent the 
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products they are interested in [11]. The image's clean look and aesthetic appeal are improved by isolating the subject 

and removing the background.  Given that customers make many decisions based on appearance, this is especially 

important in the fashion industry [13]. Customers may find it simpler to evaluate different products and make 

informed decisions if product photographs are standardised by removing backgrounds [20]. Backdrop reduction is an 

essential technique in the fashion industry for creating polished, superior pictures of goods [23]. 

Because of their ability to adapt to variations in size, orientation, and appearance in fashion images, transformers were 

especially selected [24]. Their capacity to understand spatial relationships and the semantic meaning of different 

portions in an image enables accurate and reliable background removal [25]. In practice, fashion datasets may be 

diverse and big, requiring models with high generalisation abilities. Transformers can effectively employ the vast 

quantity of training data thanks to their self-attention processes and parallel processing capabilities, which enhance 

accuracy and performance [25]. By incorporating transformers into the process, professionals in the fashion industry 

may benefit from automated and efficient background removal techniques that provide superior results [26]. These 

tactics enhance the visual experience for customers by ensuring that fashion goods are presented in an alluring and 

contextually appropriate manner [11]. As a result, a significant advancement in the fashion industry is the use of 

transformers in background-removal techniques, which enable accurate and efficient processing of fashion images 

while maintaining the highest standards of visual quality. 

Customers can easily explore and interact with the platform to locate apparel that fits their own preferences because to 

its basic user interface, which is accessible via both web and mobile applications.  This enables the deep learning and 

recommendation system to extract and analyse fashion item properties with previously unheard-of accuracy by 

accurately removing the background. OutfitAI ensures that recommendations are up-to-date and personalised by 

comparing these features to a comprehensive product database that is regularly gathered from leading e-tailers using 

transformer-based neural networks [22, 25]. 

A continual feedback loop with analytics ensures that the system adjusts to shifting user preferences and fashion 

trends, while a robust cloud architecture provides scalable computing resources and secure data management to 

support the design. With its advanced technical integration and user-centric design, OutfitAI offers a distinctive 

approach to outfit-based shopping, making it a model of innovation in retail technology and a vital tool for fashion 

enthusiasts. Beyond its technical expertise, OutfitAI is committed to data ethics [26], offering robust privacy 

protections and user control over personal data, unlike less transparent commercial methods. OutfitAI's commitment 

to ethical buying is shown by the way its recommendation engine gives preference to fashion items made in an 

environmentally responsible and legal manner [27]. 

These cloud services provide customers access to pre-built machine learning models that they may use to assess 

operational effectiveness and other business-related factors, including small and medium-sized enterprises [53]. 

However, the market isn't solely occupied by the well-known, old companies of big IT. Every year, more businesses 

join the market as the need for affordable business solutions keeps increasing. As of 2020, machine learning and 

artificial intelligence are really two of the IT industry's fastest-growing subsectors [49]. 

Let's return to the data, however.  At this point, you may be wondering where the data needed to train the machine 

learning models comes from. The data that initially trained the model comes from the model's creators for small or 

mid-sized businesses using machine learning (ML) in a subscription basis, such as a subscriber via Google's Cloud 

platform [23]. The small firm then enters its own data—such as sales records, location data, inventory data, customer 

surveys, etc.—that is produced by its own operations into the algorithm as "input data." After processing the data, the 

model forecasts future encounters with customers [39]. 

Numerous marketing processes may be streamlined and expedited by AI technology, which can also enhance 

consumer experiences [55, 58]. AI makes it simple to convert human voice to text. The speech's substance and the 

appropriate response might then be predicted by further analysing the text. Furthermore, the user information 

gathered may be used to target a particular user and customise recommendations for goods or services. Voice 

processing, picture and pattern identification and processing, text processing, and so forth are the primary 

technologies associated with the use of AI [26]. Examples of AI applications in marketing automation using a variety 

of technologies are shown in Table 1. 
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Table 1 AI applications in marketing automation examples. 

Technologies Examples 

Voice 

processing 

Requests for purchases are spoken via a device. 

Using virtual assistants to aid in task execution 

Text 

processing 

A virtual assistant-led tour of a retail mall.  [29]  

By answering their questions, a virtual assistant built within a mobile banking app 

manages customer demands by themselves. 

A GPS navigation system may indicate the path to the chosen location and recommend 

nearby or transportation-related attractions. 

Image 

recognition 

and processing 

After determining the skin state of the face, each person chooses the kind of face cream 

based on an analysis of their data and picture, including the present weather. 

Using a picture as a starting point for an internet search yields identical results along 

with related or complimentary goods.  [30] 

In a clothes store, electronic mirrors align the assortment with the customer's look, 

preferences, and style. 

Decision-

making 

Creating a personal savings strategy after analysing one's account balance, receipts, 

expenditures, and costs. 

Based on the traveler's interests, travel destinations (certain neighbourhoods and 

attractions) are tailored to each user's profile. 

A chatbot may create recipes utilising the items that are already in the customer's 

house depending on their preferences. 

price matching that is dynamic and based on consumers' past purchases and websites 

visited. 

Synchronisation of consumer information from every channel via which the brand may 

be contacted (social media, internet, email, and phone calls). 

 

AI has enormous potential to enhance existing marketing strategies and provide whole new methods for providing and 

allocating value to clients. Marketing automation is the use of software to automate marketing tasks including 

campaign management, customer data integration, and consumer segmentation [29]. With the proper marketing 

automation technology, sales may be increased at a much-reduced cost and with a significantly reduced human 

resource need. It is possible to access resources like social network services (SNS), TV shows, retail websites, and more 

without being limited by the moment or place [59]. 

The field of computer vision has developed throughout time in various areas, such as information interpretation and 

picture pattern extraction. Image processing and pattern recognition are combined to form computer vision [36]. 

Computer vision produces visual comprehension as its output. Thus, computer vision is the field that specialises in 

obtaining information from pictures, and it is dependent on the computer technology system, whether it is associated 

with image recognition, quality, or enhancement [19]. Numerous challenging computer vision issues have been 

resolved using the open, cutting-edge technique known as deep learning. As a result, implementing several 

sophisticated and novel applications is now feasible. Since digital learning techniques have produced groundbreaking 

advancements in computer vision and machine learning, deep learning is now the newest trend in machine learning 

research and development. 

Online scraping's definition, stages, and technique are examined in this article, along with its relationships to artificial 

intelligence, data science, business intelligence, big data, and cyber security.   possible future advancements, some of 

the main benefits of utilising the Python language for web scraping, [28], and a special emphasis on raising awareness 

of the ethical and legal issues [29]. 
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II. RELATED WORK  

Zhao, L. (2019) [32] Techniques for knowledge discovery have long been used in practical areas like corporate 

intelligence and marketing. Comparably, computer scientists have paid little attention to the fashion industry and 

other production sectors. Our knowledge of the fashion clothing sector might be greatly improved by using knowledge 

discovery techniques and large-scale datasets gathered from sites like Twitter and Instagram, as multimedia data from 

the Web and social media becomes more widely available. Here, the practice of knockoffs is one of the challenges at 

the core of the modern dynamics and structure of the fashion business. We provide a first description of how brands 

copy one other's designs by combining Web scraping and network science tools.  Research like this could be among the 

first instances of an emerging subject, which we call and characterise as "fashion informatics." 

Lindner, R. (2020) [33] E-commerce fraud has been on the rise at an alarming rate; in Austria, it reached a record 

high in 2019, growing by 32.3% from the previous year.  People's funds are often and seriously harmed by fraudulent 

retailers, fake subscription services, and fake goods.  Manual preventive measures are insufficient due to the high 

volume of cases submitted for assessment and their increasing frequency.  Therefore, it is essential to increase the 

efficacy of recognising phoney shops and reduce the window of opportunity. Using machine learning approaches, this 

work provides a way to classify phoney web stores based only on how similar their source code architectures appear. 

Rehman, R. U. (2019) [34] Web scraping, sometimes referred to as web harvesting or web data extraction, is 

essentially the process of extracting data from websites on the World Wide Web. Alternatively said, it may be 

described as the methodical process of extracting and combining material that has been collected from the internet. 

One subset of web scraping is price scraping, which is used to extract pricing from e-commerce websites for a variety 

of products. Bots scrape the website to do this task. Any program or code may be used to create these bots. Pricing 

scraping may be against the law if a rival lowers his own pricing using the scraped prices in order to increase sales. In 

order to identify these bots, we may use a number of methods to distinguish between them and persons. 

Rahm, E. (2016) [35] With losses believed to be in the billions annually, online goods counterfeiting is becoming a 

bigger problem. Even if it could be difficult for individuals to identify suspected counterfeits, techniques for doing so 

must be mostly automated due to the large number of online retailers and products. The authors recommend 

employing a semi-automatic method to analyse product offers on online platforms and spot possibly fraudulent offers 

based on a number of factors. Such questionable offers should be manually verified by a domain specialist. The 

technique compares and groups similar product offers and assesses the suspiciousness of counterfeit goods based on a 

number of characteristics.  

Thankachan, B. (2021) [36] In recent years, the retail market business has expanded to include online product sales as 

well as the ability for consumers to provide their insightful opinions, recommendations, and ideas. A vast text-based 

review collection contains a variety of views about various items that are accessible online, which are extracted and 

identified using opinion summarisation and categorisation methods.  SentiWordNet, Random Forest, Naive Bayes, 

Logistic Regression, and K-Nearest Neighbours algorithms are used in this work to automatically identify the feelings 

represented in the English text of Amazon and Flipkart items. On the basis of five important criteria, it provides a 

thorough comparative review of these sentiment analysis methods and approaches. The PCSA system, or Product 

Comment Summariser and Analyser, was also suggested in the study. It is a general and automated comment analyser 

that is very successful at determining the polarity of the thoughts and remarks. After summarising the remarks, it 

divides them into the predetermined positive, negative, and neutral categories. 

Wan Aziz, W. A. H. (2020) [37]The growth of the Internet revolution and digital marketing has led to a surge in 

marketing automation, neuromarketing, and user personalisation. Social engines have produced a wealth of consumer 

data, which has led to a significant advancement in AI-based marketing applications. With regard to its potential to 

become a ubiquitous aspect of today's competitive environment, this article aims to discuss the widespread use of 

artificial intelligence (AI) in marketing. In order to fully comprehend how AI is used in marketing, the fundamentals of 

the technology are explained. Despite the opportunities presented, it is important to recognise the risks associated 

with AI in marketing automation when dealing with the dynamic nature of marketing and people's sensitive data. This 

article calls attention to security concerns pertaining to user privacy and potential harmful activity. 
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Shukla, S. S. (2020) [38] We address two issues that might be difficult for the e-commerce sector. A challenge that 

sellers have while submitting product photos to the platform for sale and the resulting manual tagging is one of them. 

Because of the misclassifications it causes, it is not included in search results. The second issue is the possibility of 

order placement bottlenecks when a buyer recognises a picture but may not know the correct keywords. In order to 

fully realise the promise of e-commerce, an image-based search algorithm may allow users to click on an image of an 

item and look for similar things without typing. In order to address these two issues, we investigate machine learning 

techniques in this study.  

Chinta, S. (2021) [39] The use of machine learning algorithms with big data analytics presents exciting opportunities 

for improving predictive insights across a range of fields in the age of exponential data expansion. This study offers a 

thorough framework intended to make it easier to successfully incorporate machine learning methods into large data 

settings. The suggested approach seeks to enhance model accuracy, optimise data processing, and provide actionable 

insights by tackling the inherent difficulties of conventional data analysis techniques. The paper identifies gaps in the 

literature, examines current approaches for integrating machine learning, and investigates the state of big data 

analytics. This article clarifies the essential elements required for effective implementation, such as data pretreatment, 

algorithm selection, and performance assessment, by developing an organised methodology. The framework's real-

world implementation is shown via case studies, which show significant gains in decision-making and prediction 

accuracy. The results open the door for further study and business applications by highlighting the revolutionary 

potential of machine learning in big data analytics.  

Johnson, S. (2022) [40] Online contacts between customers and sellers are progressively replacing in-person ones 

since the creation of the Internet. This chapter reviews the definition of online consumer fraud as well as common 

fraud tactics. It looks at some of the current tactics that businesses and non-governmental groups use to detect and 

prevent online consumer fraud. The chapter discusses darknet markets and how they lead to online consumer fraud. 

Darknet markets are online marketplaces that, among other things, provide anonymity for the selling of both legal and 

illicit goods.  The essay ends with an explanation of how data science methods might be used to help detect and 

prevent consumer internet fraud.  A subtype of the deep web, the dark web anonymises users and servers. 

Thankachan, B. (2021) [41] Retail industry sectors have expanded in recent years to include online product sales as 

well as the ability for consumers to provide insightful comments, ideas, and suggestions. This paper's objective is to 

provide an automated comment analyser. Additionally, provide a categorisation method and automated comment 

analyser that can efficiently identify the polarity of consumer comments gathered from the Flipkart and Amazon data 

domains. The high volume of reviews should be handled by this approach. Five top supervised learning classifiers, 

including NB, LR, SentiWordNet, RF, and KNN, should be used to classify the comments into positive, negative, and 

neutral categories. Their experimental findings and difficulties are also covered in the publication. Thus, for a large 

collection of reviews, this research demonstrates the optimal use of feature extraction, positive-negative sentiment, 

Amazon site source, and mobile phone in the current algorithms. Preliminary definitions, characteristics of 

information extraction and retrieval, the function of machine learning, and comment mining were all covered.  

Rungta, M. (2017) [42] Web scraping is a major problem in computer science. Popular position-based or structure-

based online scraping methods have the drawback of requiring human reconfiguration each time the structure of the 

web page changes. In this study, we try to solve the problem of information extraction for web pages composed of 

recurring blocks. We extract these blocks and their constituent properties using a novel classification-based approach. 

Our approach retrieves product offers with high accuracy from offer-aggregator websites. It is also quite adaptable to 

changes in a website's structure. 

Kayed, M. (2021) [43] It has recently been discovered that e-commerce (EC) websites provide a wealth of helpful 

information that is beyond the capabilities of human cognitive comprehension. Previous study writers have created 

opinion summarisation systems based on customer reviews to assist consumers in weighing their options when 

making a purchase. They disregarded the manufacturers' template material, even though it included the most helpful 

product details and, unlike reviews, the content was grammatically perfect. Thus, utilising a mix of template data and 

customer evaluations in two primary stages, this research suggests an approach called SEOpinion (summarisation and 
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exploration of opinions) to summarise characteristics and identify opinion(s) about them. Initially, a hierarchy of 

aspects is created from the template using the hierarchical aspect extraction (HAE) step.  

Stuenkel, B. (2021) [44] In the hypothetical situation described in this letter, a new technology business scans public 

websites and webpages to gather information like names, addresses, phone numbers, and even dates of birth. In this 

hypothetical scenario, the IT firm then aggregates the information into a dataset that contains the PII. After that, the 

startup tech business uses the dataset to develop its artificial intelligence (AI) skills. A larger software company then 

acquires the fledgling IT firm. The AI model and training dataset are included in the purchase and will be used in the 

software product suite, or "code stack," of the acquiring enterprise. 

III. METHODS 

In this part, the proposed decision-support system for the designers' creative processes is shown. For people who are 

unfamiliar with the concept of action research preparation, the system's user-friendly design and ability to 

automatically model the designer's preferences make it simple to use [21]. The system is composed of two 

interconnected sections: 

• Offline component:This element does;  

(a) Gathering information from both external and internal sources,  

(b) Database administration and data storage, and  

(c) Data analysis procedures that generate artificial models that provide end users tailored suggestions.  

• Online component:The user interface (UI) makes up the majority of this component. The graphical user 

interface (UI) makes it simple for users—who are often fashion designers with little technical expertise—to 

define their settings, visualise their findings, and comment on the system's output [22]. While the main 

subsystems and processes are further examined in the next subsections, the overall system architecture is 

shown in Fig. 1 [23]. 

 

Fig. 1 The system architecture that is suggested. [23] 

3.1 Data Collection  

Current fashion trends influence the production schedule, rules, and design aesthetics of each company [24]. A 

creative team's inspiration or starting point is often clothing from the company's previous collections, which they 

subsequently alter to suit contemporary fashion trends [25]. Designers love to go through the collections of other well-

known internet merchants in order to get new ideas. The system uses a web crawler known as the e-shops crawler to 

do this, which is capable of extracting information on clothes, including photos of items and their meta-data [26]. 
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3.2 Data Processing  

For each clothing image, this subsystem has to retrieve the garment attributes from the accompanying meta-data [29]. 

The attributes listed below were selected from the available meta-data, coupled with a few trustworthy examples:  

1. Product category: dress, overall, pajamas, shorts, skirts [30].  

2. Product Subcategory: jacket, coat, T-shirt, leggings.  

3. Length: short, long, knee.  

4. Sleeve: short, ¾ length, sleeveless.  

5. Collar Design: shirt collar, peter pan, mao collar.  

6. Neck Design: V-neck, square neck.  

7. Fit: regular, slim. 

3.3 Meta-Data-Based Clustering 

After data collection and annotation, all of the data are available in a common format (row data), which can be 

analysed using established state-of-the-art techniques. Clustering is a widely used technique for organising data into 

sets of similar products [30]. By accelerating the look-up subprocess, clustering aids in accelerating the 

recommendation process when working with huge volumes of data. 

The classification of data will determine which clustering algorithm is employed. In general, clothing data may be 

described using both categorical (like product category) and numerical (like product price) properties [31]. The 

methods for clustering mixed-type data may be thoroughly examined [32]. 

3.4 Clothes Suggestions and User Input 

Our Clothing Recommender is the most important component of our system, combining all of the previously reported 

analytical results to create models that provide personalised predictions and product recommendations [22]. User 

preferences, organisational regulations, and internal and external data are all taken into account.   The online 

component's designer may search for products using keywords thanks to the user interface (UI) [33]. After each 

product search, the designer may read over the extracted results and save the items they like on their dashboard. 

Should the user be dissatisfied with the recommendations, they may either refresh their selections or request new 

ones. 

3.5 Using Rich Annotations to Support Sturdy Clothes Recognition and Retrieval 

Building clothing databases has been a major factor in recent clothes identification breakthroughs. The number of 

annotations in existing datasets is restricted, and they struggle to handle the different problems that arise in real-

world applications [53]. We provide DeepFashion, a large clothing dataset with thorough annotations, in this paper.  It 

includes more than 800,000 photographs, all of which are extensively annotated with enormous characteristics, 

landmarks related to apparel, and correspondence of photographs taken in various contexts, such as retail, [27], street 

photography, and consumer.  Such comprehensive annotations facilitate future study and allow for the creation of 

strong algorithms for clothing identification [52]. 

 

Fig. 2 Deep-Fashion: Using Rich Annotations to Support Sturdy Clothes Recognition and Retrieval. [28] 
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Classifying clothing is a topic of great interest in scholarly circles. There are typically two groups into which garment 

categorisation techniques fall. First, the conventional feature extraction techniques for clothing categorisation can also 

be separated into two categories: one is based on global texture and shape features [56], including Fourier 

descriptions, geometric invariant distance, local binary patterns (LBP), etc., and the other is based on local feature 

techniques, such as histogram of orientated gradient (HOG), scale-invariant feature transformation (SIFT), sped up 

robust features (SURF), etc [8,9,10,11]. Traditional approaches' categorisation accuracy is heavily dependent on the 

chosen characteristic. The techniques may provide stable and noticeable characteristics with high levels of accuracy in 

certain situations. The picture of clothes is often diverse, comparable, and intricate.  

Robust characteristics cannot be extracted for classification using conventional approaches. Second, convolutional 

neural networks (CNNs) have been more popular in the categorisation of clothes because to their technical 

advancements [12,13,14]. Compared to the conventional ways, the method performs better. In order to gain strong 

clothing attributes, it uses a deep network to extract them without the need for manual settings [15,16]. Deeper 

networks may perform better overall. The clothing feature is extracted using a convolution network and polling 

procedures. Nevertheless, CNN does not consider the spatial link between various local characteristics; it merely 

extracts the picture features [17, 18, 19, 20]. Conventional CNN is unable to overcome the classification performance 

bottleneck [22]. 

In order to establish the spatial connection of various characteristics, a new CNN called the capsule network 

[21,22,23,24] is developed. The dynamic routing method is used to determine the spatial relationship. In vector form, 

the capsule represents the basic feature unit. The MNIST database, on the other hand, often uses the classic capsule 

networks [21] for handwritten digit identification, with an input size of 28 x 28 [60]. To extract the multi-scale feature, 

a unique multi-scale capsule network was developed, using the advantages of the capsule network in spatial 

characteristics [25, 26]. By using a collection of capsule subspaces rather than just clustering neurones to form 

capsules, a subspace capsule networking may take use of the concept of capsule networks to describe potential 

differences in an entity's appearance or implicitly specified features [27]. A multi-lane capsule network is a resource-

efficient, separable arrangement of capsule networks that enables parallel processing and achieves excellent accuracy 

at a lower cost. To put it simply, neither the conventional nor enhanced capsule networks are able to effectively extract 

strong clothing features [49], making them unsuitable for the precise categorisation of clothing pictures [55]. 

IV. EXPERIMENTAL RESULTS  

A real-world situation is used as a use case to illustrate the importance of the clustering process in the 

recommendation of clothing items [33]. Our team has partnered with a clothing designer who works for the Greek 

shop Energiers since he has shown interest in designing the collection for the next season.  She finds inspiration in 

both the current Assos e-shop collections and the clothes designs and productions from the company's previous period 

[21]. 

4.1 Datasets  

The fashion products from the previous season were taken out of the business database to create the firm dataset, and 

a web crawler was used to get the relevant E-shop data. Using a variety of labelling for the parameters Product 

Category, [21], Length, Sleeves, Collar, and Fit, the eShop crawler collected 4674 images for the winter 2020 season. 

The meta-data of the recovered photographs and a reference to the image's location were stored in a relational 

database. The meta-data were tokenised and separated into columns by allocating values in the relevant qualities after 

the plain text was prepared using NLP techniques [22]. 

4.2 Data Clustering  

In this part, the experimental results using the company's and E-shop datasets using the Kmodes, Pam, HAC, FBHC, 

and VarSel algorithms are shown [23]. 

Lower Entropy and WSS values and higher Silhouette and Identity values suggest better clustering results. The results 

of the clustering process differ according on the methods used. Table 1 presents the normalised mutual information of 
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the methodologies under study in a paired presentation [29]. There is a significant range in the numbers, with most 

being around 30%. 

Table 1 The method evaluated on the Company dataset's normalised mutual information. [30] 

 Kmodes  Pam HAC FBHC VarSel 

Kmodes 1 0.3295 0.3269 0.3296 0.3296 

Pam 0.3985 1 0.3269 0.3189 0.3159 

HAC 0.6596 0.3963 1 0.3009 0.3269 

FBHC 0.3259 0.3296 0.3296 1 0.2192 

VarSel 0.3148 0.3219 0.3189 0.3691 1 

A graphical representation of the data transferred throughout the clusters created by the different approaches is 

provided by the Sankey diagram in Fig. 2 [30]. The Pam approach distributes the data items equally throughout the six 

groups, as the picture shows, [55], but the Kmodes clustering results have a normal distribution [32].  

 

Fig. 1 The clustering results obtained by the methods evaluated on the Company dataset are shown in the Sankey 

diagram. [33] 

These two methods of portioning seem to have comparable distributions [33]. Only three clusters are generated in this 

case, when normally the VarSel technique would distribute the items uniformly. Hierarchical approaches, on the other 

hand, result in two large clusters and four considerably smaller clusters, to which the majority of the items are 

assigned. 

Table 2 presents comparison results for the clustering algorithms based on their performance on the assessment 

metrics. Shown are the mean values of the assessment metrics [29]. The second-highest results are italicised, while the 

algorithm's best outcomes are highlighted in boldface. 

Table 2 A variety of clustering techniques were used to evaluate the Company dataset. [30] 

 Kmodes  Pam HAC FBHC VarSel 

#Clusters 6 6 6 6 3 

Entropy  0.2196 0.2069 0.5496 0.1489 0.5986 

Silhouette  0.0498 0.5949 0.2189 0.5498 0.4189 

WSS 0.3652 0.2185 0.6596 0.5412 0.6890 

Identity  0.5969 0.9659 0.4896 0.2859 0.6589 



Journal of Information Systems Engineering and Management 
2023, 8(4) 

e-ISSN: 2468-4376 

  

https://www.jisem-journal.com/ Research Article  

 

 12 

 

Copyright © 2023 by Author/s and Licensed by JISEM. This is an open access article distributed under the Creative 

Commons Attribution License which permits unrestricted use, distribution, and reproduction in any medium, provided the 

original work is properly cited. 

 

There are few labels describing each feature in a cluster, as evidenced by the fact that the hierarchical algorithms 

outperformed the partition-based algorithms in the metrics related to the distance between the objects of each cluster 

of machines and the partition-based algorithms in the measures of entropy and identity [20]. Due to its proven ability 

to distribute data fairly among clusters, we decided to use the Pam technique for the rest of the inquiry in this paper. 

The data distribution into the six categories that Pam was able to gather is shown in two dimensions in Fig. 3 [29]. 

 

Fig. 3 Pam got a two-dimensional depiction of how the Company dataset was distributed across the six categories. [31] 

The centre points of the Company datasets that were obtained using the Pam technique are shown in Tables 3 and 4 

[39]. The centroids are computed using the most common attribute values in the row data for each cluster.  

Table 3 Using Pam, the clustering centroids were created using the Company dataset. [18] 

 Category Gender  Length  Sleeves  Collar  Neck  Fill 

C1 Set  Man  Short  
Long Shirt  Off 

shoulder  

- 

C2 Bermuda  Man  Short 
Sleeveless  Flat knitted 

rib 
Round  

Regular  

C3 Blouse  Woman  Medium  Short Shirt  Round  Regular  

C4 Dress  Woman  Short  
Sleeveless  Flat knitted 

rib  
Round  

- 

C5 Blouse  Woman  Short  Short  - Round  Regular  

C6 Leggings  Woman  Capri  - - - Slim  

 

Table 4 The E-shod dataset from the web crawler employing Pam was used for the clustering. [19] 

 Category Gender  Length  Sleeves  Collar  Neck  Fill 

C1 Dress  Woman  Medium  
Raglan  - Halter 

neck  

Regular  

C2 Shirt  Man  Medium  Long  Stand-up Collar  Regular  

C3 Trousers Man  Medium  Flared  - Collar  Cargo  
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C4 Set  Woman  Knee  Flared  - Collar  Regular  

C5 Romper  Woman  Knee  
Flared  - Off 

shoulder  

Regular  

C6 Gardigan  Woman  Knee  Flared  - V-neck Regular  

The groups' consistency for the criteria Product Category and Gender may be further shown using a heatmap (Fig. 4). 

Examining the consistency of each group and the distribution of labels across the groups in the two datasets [18] 

reveals that the Company dataset is separated into six major categories: Set, Bermuda, Blouse for Men and Women, 

[30], Dress, and Leggings. The following products, on the other hand, set, romper, cardigan, dress, shirt and pants set 

apart the E-shop dataset [33]. 

 

Fig. 4 Label distribution of features for (a) the Company and (b) the E-shop datasets using Pam across the six clusters. 

[29] 

V. DISCUSSION 

This research describes a smart technology that automates the routine procedures taken by a fashion designer. Using 

dictionary mapping and natural language processing (NLP) techniques, the system can transform plain text that goes 

with the images into clothing features [20], extract information from the designer's company database and online 

sources, use computer vision to extract novel characteristics from the images, and store all of the data in a relational 

database in a standard format. Clustering, prediction models, recommender systems, and other advanced machine 

learning techniques may then be used to handle the processed data [29]. 

Images of clothing are widely accessible online, particularly via e-commerce platforms.  Retrieving such pictures has 

lately drawn a lot of interest from fields like computer vision and multimedia processing, and it is important for both 

commercial and social applications [49].  However, such issues are difficult to resolve due to the wide range of clothing 

styles and appearances, as well as the sheer number of different categories and characteristics [41].  Additionally, the 

labelling that online vendors give for real-world photos are sometimes inaccurate or lacking [42].  Furthermore, 

effective learning is hindered by the imbalance among those picture categories [49].  
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 The system's architecture is presented in the study [29], with particular attention paid to the data collecting and 

processing operations and the clustering techniques that may be used to the grouping of the row data [49]. A real-

world use case example was provided to further demonstrate how well the clustering technique solved the product 

suggestion issue [19]. 

To extract additional relevant elements from unannotated photos, the Data Annotations approach will be improved in 

the future [55]. Moreover, [30], the prolonged use of the product pricing and sales history may greatly enhance the 

model-creation process, resulting in more logical and personalised recommendations for the designers [33]. 

Additional steps might be taken to improve the usability and functionality of the user interface, which designers will 

use to create dashboards, search products, save system-recommended products, and enter their own preferences [29]. 

Last but not least, even though fashion designers will test and assess the recommended goods in more authentic use 

case scenarios, a more extensive set of trials using new datasets and methodology is necessary. 
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