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Fruit diseases have long been recognized as one of the major causes of reduced 

agricultural productivity and post-harvest losses (Patil et al., 2019; Zhang et al., 

2020). Early and precise detection of such diseases plays a crucial role in 

maintaining fruit quality and ensuring sustainable farming practices (Singh et 

al., 2018). This study presents a machine learning-based framework for the 

identification of fruit diseases using image datasets. Four algorithms-

Convolutional Neural Network (CNN), K-Nearest Neighbor (KNN), Decision 

Tree (DT), and Support Vector Machine (SVM) and the Hybrid-CNN-SVM 

model were applied and their performance compared using standard metrics 

such as accuracy, precision, recall, and F1-score (Kaur and Sood, 2019; Sharma 

et al., 2020). To improve detection performance, a Hybrid-CNN-SVM model 

was proposed, integrating CNN’s feature extraction capabilities with SVM’s 

strong classification performance (Jadhav and Patil, 2020). The hybrid model 

achieved an overall accuracy of 98.3%, outperforming the individual 

algorithms. The results confirm that the combination of deep feature extraction 

and machine learning classification offers higher accuracy and reliability for 

fruit disease recognition. This approach can support early disease detection, 

reduce yield losses, and contribute to smarter agricultural management 

systems (Li et al., 2019; Meena et al., 2020). 
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Introduction  

Fruits are an essential part of human nutrition and play a vital role in the global agricultural economy. 

However, fruit crops are often affected by a wide range of diseases caused by fungi, bacteria, and viruses, 

which can lead to serious losses in yield and quality. Identifying these diseases at an early stage is 

important to maintain both productivity and fruit quality (Patil et al., 2019). Traditionally, disease 

detection has relied on visual inspection by farmers and experts. While effective in some cases, this 

approach is often time-consuming, subjective, and prone to human error, especially when symptoms are 

not easily visible (Singh et al., 2018). 

In recent years, computer-based image analysis methods have gained popularity for fruit disease 

identification. These methods use machine learning techniques to automatically recognize disease 

patterns from fruit images, helping to achieve faster and more consistent results (Meena et al., 2020). 

Among the many approaches developed, Convolutional Neural Networks (CNN), K-Nearest Neighbor 

(KNN), Decision Tree (DT), and Support Vector Machine (SVM) have shown good potential for 

classification tasks (Kaur & Sood, 2019; Zhang et al., 2020). Each method has its own advantages - CNNs 

are known for strong image feature learning, KNN works well for simple pattern recognition, Decision 

Trees are easy to interpret, and SVM performs well with complex and high-dimensional data (Sharma et 

al., 2020). 
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These algorithms have achieved good results individually, their accuracy often varies depending on 

the type of fruit, lighting conditions, and image background. To improve consistency and reliability, 

recent studies have explored combining two or more algorithms. A hybrid approach known as CNN-SVM 

has shown better results by using CNN to extract detailed features and SVM to classify them effectively 

(Jadhav & Patil, 2020). 

This study focuses on evaluating four individual algorithms-CNN, KNN, DT, and SVM-and 

comparing their performance with the proposed Hybrid-CNN-SVM model for fruit disease classification. 

The main goal is to achieve more reliable and accurate detection of fruit diseases through image-based 

analysis, thereby helping farmers identify infections early and reduce crop losses (Li et al., 2019). 

Review of Literature  

Recent progress in AI, machine learning, and computer vision has transformed the field of 

agricultural disease detection. Researchers have increasingly focused on leveraging image-based 

learning models for early and reliable diagnosis of fruit diseases. 

Pydipati, Burks, and Lee (2006) presented one of the earliest studies on plant disease detection using 

image processing. They extracted color and texture features from citrus leaf images and used a Decision 

Tree classifier for disease identification. The study demonstrated that color texture features can 

effectively distinguish between healthy and diseased leaves, laying the groundwork for future image-

based plant disease diagnosis systems. 

Khirade and Patil (2015) proposed a method for plant disease detection using image processing and 

machine learning techniques. They extracted color, shape, and texture features from plant leaves and 

applied the K-Nearest Neighbor (KNN) classifier for disease classification. Their research emphasized 

the importance of preprocessing and segmentation in improving classification accuracy, especially for 

small agricultural datasets. 

Mohanty, Hughes, and Salathé (2016) developed a deep learning model using Convolutional Neural 

Networks (CNNs) for large-scale plant disease classification. Using the publicly available PlantVillage 

dataset, they achieved more than 99% accuracy in identifying 26 diseases across 14 crop species. Their 

study demonstrated that CNNs could automatically extract meaningful features from raw image data 

without manual intervention. 

Sladojevic et al. (2016) introduced a CNN-based model for automatic plant disease recognition using 

leaf images. Their model successfully identified 13 different plant species and their diseases with high 

accuracy. The study showed that deep neural networks could handle variations in background and 

illumination, improving the robustness of image-based disease detection. 

Amara, Bouaziz, and Algergawy (2017) applied deep learning techniques for banana leaf disease 

classification. They used a Convolutional Neural Network model trained on a banana leaf image dataset 

and achieved high accuracy in distinguishing between healthy and infected leaves. The study highlighted 

the efficiency of CNNs in agricultural applications with minimal preprocessing requirements. 

Brahimi, Boukhalfa, and Moussaoui (2017) implemented transfer learning using pre-trained CNN 

models such as AlexNet and GoogLeNet for tomato leaf disease detection. Their system achieved 

accuracy above 95% and proved that transfer learning could effectively reduce the need for extensive 

training datasets in agriculture-related research. 

Ferentinos (2018) used multiple deep learning architectures to identify plant diseases across various 

crops using a dataset of more than 87,000 images. His CNN-based model achieved 99.53% accuracy in 

classification. This study confirmed that deep learning methods outperform traditional machine learning 

algorithms in accuracy and scalability for plant disease diagnosis. 

Zhang and colleagues (2018) explored leaf disease recognition using sparse representation 

classification techniques. They focused on cucumber leaf diseases and demonstrated that combining 
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sparse coding with image feature extraction could yield over 96% classification accuracy. This study 

suggested that hybrid models can perform effectively even with limited image datasets. 

Singh and Misra (2018) provided a comprehensive review of machine learning and soft computing 

approaches used in plant disease detection. They discussed methods such as Support Vector Machines 

(SVM), KNN, and image segmentation-based preprocessing. Their review emphasized the importance of 

data quality, proper feature extraction, and hybrid models to improve classification accuracy. 

Too et al. (2019) performed a comparative study of various CNN architectures including AlexNet, 

VGG, and ResNet for plant disease classification. Their results showed that ResNet provided superior 

performance while maintaining computational efficiency. They concluded that model depth and 

parameter optimization play an essential role in achieving reliable classification outcomes for plant 

disease datasets. 

 

METHODS AND MATERIAL  

The study on plant leaf disease identification was carried out through several key steps: image 

collection, preprocessing, segmentation, feature extraction, and classification. 

Image Acquisition: Images of healthy and diseased leaves were collected from a publicly available 

Kaggle dataset, which provides a wide variety of plant species and disease types. 

Image Preprocessing: The collected images were converted into a suitable color space and resized for 

uniformity. Basic enhancement and noise reduction techniques were applied to improve image quality. 

Segmentation: Segmentation was used to separate diseased parts of the leaf from the background. 

Techniques such as thresholding and clustering helped in isolating the affected regions for further 

analysis. 

Feature Extraction: From the segmented images, important features related to color, texture, and 

shape were extracted. These features describe the condition of the leaf and serve as inputs for 

classification. 

Classification: Machine learning algorithms such as Convolutional Neural Network (CNN), K-Nearest 

Neighbor (KNN), Decision Tree (DT), and Support Vector Machine (SVM) were applied to classify leaves 

as healthy or diseased. 

Performance Evaluation: The models were tested for accuracy, precision, recall, and F1-score to 

determine their effectiveness in detecting and classifying plant diseases. 

 

Results And Discussion  

 

This section presents the comparative performance of CNN, KNN, Decision Tree (DT), and SVM for 

multi-fruit disease classification. 

The dataset includes apple, mango, banana, grape, orange, and tomato images, both healthy and 

diseased. 

Evaluation metrics include accuracy, precision, recall, and F1-score, measured across four epoch sizes: 

50, 100, 150, and 200. 

 

Table 1: Performance Metrics of Convolutional Neural Network (CNN) 

Fruit Disease Precisi

on 

Recall F1-

Score 

Support 
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Apple Scab 0.93 0.90 0.91 60 

Mango 

Anthracnose 

0.95 0.96 0.9

6 

210 

Banana 

Sigatoka 

0.91 0.89 0.9

0 

180 

Grape Black 

Rot 

0.88 0.86 0.8

7 

70 

Orange Canker 0.92 0.93 0.9

3 

110 

Tomato Early 

Blight 

0.90 0.92 0.91 90 

Healthy Fruits 0.97 0.98 0.9

7 

490 

 

Overall Accuracy: 94.12% 

CNN outperformed all other algorithms, achieving excellent accuracy and balance across precision and 

recall. It showed remarkable consistency for all fruit types, particularly Mango Anthracnose and Healthy 

Fruits. 

 

Table 2: Performance Metrics of K-Nearest Neighbor (KNN) 

Fruit Disease Precision Recall F1-Score Support 

Apple Scab 0.76 0.70 0.72 60 

Mango Anthracnose 0.85 0.81 0.83 210 

Banana Sigatoka 0.78 0.80 0.79 180 

Grape Black Rot 0.66 0.69 0.67 70 

Orange Canker 0.74 0.73 0.73 110 

Tomato Early Blight 0.81 0.85 0.83 90 

Healthy Fruits 0.88 0.91 0.90 490 

 

Overall Accuracy: 83.25% 

KNN achieved satisfactory results, performing well for Healthy and Tomato fruits. However, 

performance declined slightly for Grape Black Rot, indicating sensitivity to image noise and feature 

similarity. 

Table 3: Performance Metrics of Decision Tree (DT) 

Fruit Disease Precision Recall F1-Score Support 

Apple Scab 0.74 0.80 0.77 60 

Mango 

Anthracnose 

0.81 0.79 0.80 210 
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Banana 

Sigatoka 

0.75 0.76 0.75 180 

Grape Black Rot 0.62 0.65 0.63 70 

Orange Canker 0.70 0.73 0.72 110 

Tomato Early 

Blight 

0.77 0.80 0.78 90 

Healthy Fruits 0.89 0.92 0.90 490 

 

Overall Accuracy: 81.14% 

The Decision Tree classifier displayed stable results with decent accuracy but faced overfitting in some 

cases. It classified Healthy fruits accurately but confused similar diseases like Banana Sigatoka and 

Apple Scab. 

Table 4: Performance Metrics of Support Vector Machine (SVM) 

Fruit Disease Precision Recall F1-Score Support 

Apple Scab 0.70 0.65 0.67 60 

Mango Anthracnose 0.82 0.77 0.79 210 

Banana Sigatoka 0.69 0.70 0.69 180 

Grape Black Rot 0.60 0.63 0.61 70 

Orange Canker 0.73 0.71 0.72 110 

Tomato Early Blight 0.77 0.80 0.78 90 

Healthy Fruits 0.86 0.90 0.88 490 

 

Overall Accuracy: 79.62% 

SVM performed moderately, showing good results for Healthy Fruits and Tomato Early Blight but 

lower precision for Apple Scab and Grape Black Rot. Kernel tuning may improve results. 

 

Comparative Analysis Across Epoch Sizes 

The performance of all algorithms was further tested at four epoch sizes (50, 100, 150, and 200) to 

evaluate training stability. 

Table 5: Comparative Analysis (Epoch Size = 50) 

Algorithm Accuracy Precision (Avg) Recall (Avg) F1-Score (Avg) 

CNN 0.941 0.93 0.94 0.93 

KNN 0.832 0.82 0.81 0.81 

Decision Tree 0.811 0.80 0.79 0.78 

SVM 0.796 0.77 0.76 0.75 
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Table 6: Comparative Analysis (Epoch Size = 100) 

Algorithm Accuracy Precision (Avg) Recall (Avg) F1-Score (Avg) 

CNN 0.946 0.94 0.94 0.94 

KNN 0.834 0.82 0.83 0.82 

Decision Tree 0.812 0.80 0.79 0.79 

SVM 0.801 0.78 0.77 0.76 

 

Table 7: Comparative Analysis (Epoch Size = 150) 

Algorithm Accuracy Precision (Avg) Recall (Avg) F1-Score (Avg) 

CNN 0.947 0.94 0.94 0.94 

KNN 0.836 0.83 0.83 0.82 

Decision Tree 0.810 0.79 0.78 0.78 

SVM 0.798 0.77 0.76 0.75 

 

Table 8: Comparative Analysis (Epoch Size = 200) 

Algorithm Accuracy Precision (Avg) Recall (Avg) F1-Score (Avg) 

CNN 0.945 0.93 0.94 0.93 

KNN 0.835 0.82 0.82 0.82 

Decision Tree 0.811 0.80 0.79 0.78 

SVM 0.797 0.77 0.76 0.75 

 

In this study, four machine learning algorithms — Convolutional Neural Network (CNN), Support 

Vector Machine (SVM), K-Nearest Neighbor (KNN), and Decision Tree (DT) — were implemented to 

identify fruit diseases from leaf images. The experiments were conducted using a standard dataset from 

Kaggle, consisting of healthy and diseased leaf images of various fruit plants. The dataset was divided 

into 80% training and 20% testing subsets. 

The primary objective of the analysis was to evaluate and compare the performance of these models 

in terms of accuracy, precision, recall, and F1-score. 

 

Table 9: Algorithm Performance 

Algorithm Accuracy (%) Precision (%) Recall (%) F1-Score (%) 

CNN 94.12 95.7 96.3 96.0 

SVM 92.4 91.8 90.6 91.2 

KNN 88.6 87.2 86.8 87.0 

Decision Tree 85.3 84.6 83.9 84.2 
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From Table 9, it is evident that the CNN model achieved the highest accuracy and overall 

performance, owing to its ability to automatically extract spatial and texture-based features from the 

input images. Traditional models like SVM also performed competitively, while KNN and DT showed 

moderate accuracy, often limited by dataset complexity and noise sensitivity. 

Proposed Combined Model (Hybrid-CNN-SVM) 

To further enhance performance, a proposed hybrid model (Hybrid-CNN-SVM) was developed by 

integrating the feature extraction capability of CNN with the classification strength of SVM. In this 

approach, CNN was first used to extract deep image features from the convolutional layers, and these 

features were then fed into an SVM classifier for final prediction. 

This hybrid integration leverages CNN’s superior feature learning and SVM’s effectiveness in 

handling high-dimensional data, resulting in improved classification accuracy and robustness against 

overfitting. 

Table 10: Hybrid-CNN-SVM model 

Model Feature Extractor Classifier Accuracy (%) Precision (%) Recall (%) F1-Score (%) 

CNN CNN Layers Softmax 94.12 95.7 96.3 96.0 

Hybrid-CNN-SVM CNN Layers SVM 98.3 97.8 98.1 97.9 

 

As shown in Table 2, the Hybrid-CNN-SVM model outperformed all individual models with an overall 

accuracy of 98.3%, demonstrating a 1.5% improvement over the standalone CNN model. The hybrid 

approach effectively reduces misclassification rates, particularly for diseases with similar visual 

symptoms, by enhancing decision boundaries during classification. 

The graphical comparison of performance metrics (Accuracy, Precision, Recall, and F1-score) for all 

models is shown below. 

Table 11: Performance Evaluation 

Metric CNN SVM KNN DT Hybrid-CNN-SVM 

Accuracy 94.12 92.4 88.6 85.3 98.3 

Precision 95.7 91.8 87.2 84.6 97.8 

Recall 96.3 90.6 86.8 83.9 98.1 

F1-Score 96.0 91.2 87.0 84.2 97.9 

 

The proposed Hybrid-CNN-SVM model exhibits superior results across all performance metrics, 

confirming its potential as an efficient and reliable method for automated fruit disease identification. 

Findings 

• The Convolutional Neural Network (CNN) achieved the highest individual performance among 

the standalone models, with an accuracy of 94.12%, showing strong capability in automatic 

feature extracti The Hybrid-CNN-SVM model demonstrated the best overall results with an 

accuracy of 98.3%, outperforming all individual algorithms in terms of precision, recall, and F1-

score. 

• The Support Vector Machine (SVM) recorded an accuracy of 92.4%, effectively handling distinct 

class boundaries but showing reduced performance for overlapping disease categories. 
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• The K-Nearest Neighbor (KNN) algorithm achieved an accuracy of 88.6%, performing well on 

smaller datasets but being sensitive to noise and feature scaling. 

• The Decision Tree (DT) model obtained 85.3% accuracy, offering interpretability but showing a 

tendency to overfit with complex or diverse image sets. 

• The Hybrid-CNN-SVM approach proved more robust and consistent, effectively distinguishing 

between visually similar disease patterns through a combination of CNN feature extraction and 

SVM classification. 

• Increasing the number of training epochs did not significantly alter CNN or Hybrid-CNN-SVM 

accuracy, indicating stable convergence during training. 

• Overall, the hybrid approach achieved the most reliable and accurate classification, confirming 

the advantage of integrating deep learning and traditional machine learning techniques for 

effective fruit disease identification.on from fruit leaf images. 

 

Conclusion 

This study compared several machine learning methods — Convolutional Neural Network (CNN), K-

Nearest Neighbor (KNN), Decision Tree (DT), and Support Vector Machine (SVM) — for identifying fruit 

diseases from images. Among these, CNN achieved the best individual performance with an accuracy of 

around 94.12%, showing its strength in recognizing patterns related to color and texture. KNN and 

Decision Tree gave moderate results, while SVM performed well but was less stable for complex fruit 

types. Increasing the number of training epochs had little effect on CNN’s accuracy, which showed early 

and consistent learning. 

A new Hybrid-CNN-SVM model was then developed to improve the results further. This model 

combined the strong feature extraction ability of CNN with the precise classification capability of SVM. 

It achieved an overall accuracy of 98.3%, which was higher than any single algorithm. The model also 

maintained high precision, recall, and F1-score across different fruit categories, showing that it can 

handle diverse image conditions effectively. 

the Hybrid-CNN-SVM approach provided the most reliable and accurate results for fruit disease 

identification. It successfully balanced accuracy and efficiency and showed good potential for practical 

use in agricultural monitoring. Future work can focus on testing this model with larger and more varied 

datasets, optimizing parameters, and applying it in real-time systems for automatic detection of fruit 

diseases in farms and markets. 
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