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The goal of this paper is to spot fake news on X platform (Formerly Twitter) using a special deep 

learning model called MA-TRC-BGRN. It analyzes data from two sources: the Twitter EDA 

dataset and the Fake NewsNet dataset, to tell apart real and fake news. Before training, the text 

is cleaned up by removing extra words, symbols, and irrelevant tags, and by applying steps like 

stemming, lemmatization, and case folding. The cleaned text is then converted into meaningful 

features using the NoR_BeRT model. Since the extracted features can be too many and complex, 

the Dualistic Battle Royale Optimization (Du_BRO) algorithm is applied to pick only the most 

useful features for better accuracy. 

The novel MA-TRC-BGRN model is then proposedto detect Twitter fake news. The Python tool 

is used to carry out the simulation in this case. Also, the efficiency of the proposed model is 

improved by fine-tuning the parameters using the Fire Hawks Optimization (FHO) approach. 

The Mean Absolute Error (MAE) value of the proposed method on the Twitter EDA dataset is 

0.003%, and the MAE value on Fake NewsNet is 0.002%, indicating that the proposed method 

outperforms other existing methods. By employing a hybrid deep learning methodology, the 

proposed model is more efficient. 

Keywords: Fake news detection, Multi-Attention module, Bidirectional Gated Recurrent Unit, 

Dualistic Battle Royale optimization, Normalization based Bidirectional Encoder Representation 

from Transformers, Twitter platform. 

 

1. INTRODUCTION 

As more people use social media, fake information is spreading around the world. This is a big problem that is getting 

worse every day as people lose faith in the original accuracy of information. As a result, social media is under pressure 

to address this issue because the dissemination of misleading information effects public perception of a certain event 

(Kumar et al. 2020; Mridha et al. 2021). Now a days, information is obtained with a single click on the Internet. There 

is freedom to share every single story online, which results in more false information being spread day by day. The 

use of clickbait titles and headlines is increasing with the aim of forwarding inaccurate and unprofessional messages 

in order to generate advertising revenue (Sharma et al. 2022; Rastogi et al. 2021). Users wonder whether they could 

alter the original message to spread hot topics or rumours across social media for political or financial gain. Each 

person's role in news sharing has grown dramatically over time. It is difficult to evaluate the authenticity of 

information from its source (Konagala & Bano, 2020; Swetha & Priyanka, 2023). As a result, fake news has recently 

received a lot of attention on a variety of social media platforms, including Facebook, Twitter, and Google.Students 

struggle to identify originality in internet data, and subpar reporting leads to inaccurate linkages, contexts, and 

content (Djenouri et al., 2023; Luvembe et al., 2023).Fake news, which causes problems in both the political and 

technical areas, is severely affected. Facebook has already done what it can to combat misinformation, and it has 

taken action against the spread of false information (Capuano et al., 2023; Kong et al., 2020).  

The main issue here is that the network is active, since it is based on real-time data, and early control of the spread 

of rumours is required, which is possible by identifying rumours by their origin. One way to stop the spread of 
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rumours is to identify them based on their source of origin (Hiramath & Deshpande, 2019; Kaliyar et al., 2020). 

Applying an appropriate distribution model helps in investigating the source of fake news. Then, based on the source, 

either the multi-source approximation-based approach or the single-source rumour-based approach was applied to 

prevent the spread of rumours in the network (Wani et al. 2021; Nasir et al. 2021). Finding out real and fake news is 

a challenging approach. Fake news identification is the subject of extensive research, primarily in two areas: deep 

learning (DL) and natural language processing (NLP). False reports from unapproved sources have been located 

using a number of techniques (Monti et al. 2019; Aslam et al. 2021). Fake news detection using natural language 

processing techniques such as Bigram Term Frequency-Inverse Document Frequency (TF-IDF) and probabilistic 

context-free grammar detection. 

Testing is then conducted using a variety of classification techniques, including gradient boosting, stochastic gradient 

descent, bounded decision trees, random forests, and support vector machines (SVMs) (Choudhary & Arora, 2021;  

Umer et al., 2020). Subsequently, the CSI model integrates three attributes of false information: the content of an 

item, the origin, and user response. Deep learning, which is a new technology that extracts high-dimensional features 

automatically with high accuracy, is an emerging area of research. The DL method includes various approaches, such 

as the convolutional neural network (Verma et al. 2023), Recurrent Neural Network (Xie et al. 2023), Graph Neural 

Network, Generative Adversarial Network, Attention Mechanism, Bidirectional Encoder and Ensemble Approach 

(Luqman et al. 2024). The convolutional neural network consists of convolution, pooling, and regularization layers. 

The recurrent neural network has a long short-term memory and a gated recurrent unit(Zhang et al. 2020; Bahad et 

al. 2019). In additional, recent studies use advanced transformer models for detecting fake news from mixed 

languages and attaining better performances (Guo et al., 2023). 

Motivation 

Recently, social media has become more popular and has gained wide popularity among numerous people around 

the world due to its low cost, rapid distribution and effortless access. Nowadays, the sharing of fake news on Twitter 

is increasing and is one of the hottest research topics in information technologies. Such fake information can create 

social harm by altering public discourse and influencing political processes such as policy making and elections. Thus, 

an accurate detection of fake news is important to mitigate such consequences and promote the reliability of shared 

information. Analyzing fake news on Twitter can protect the integrity of several democratic institutions and promote 

a safer society. Also, the automatic detection of fake news can secure the users from exploitation, manipulation and 

harm. Moreover, the motivation behind the fake news detection is to enhance the integrity of shared information on 

Twitter and promote public safety. The existing detection models have experienced various limitations in fake news 

detection tasks. Thus, to address the drawbacks of the existing techniques and thereby attain superior performance 

while detecting twitter fake news, the proposed study introduced a novel deep learning model in this work. 

The major objectives of the proposed work are, 

➢ To remove the irrelevant information behind the text, pre-processing is done in the initial step using popular 

natural language processing (NLP) methods. 

➢ To achieve higher classification accuracy, the most important features behind the text are identified using a 

new NoR_BERT model. 

➢ To overcome the problem of feature dimensionality, the optimal features are chosen by introducing the 

Du_BRU algorithm, thus reducing the computational complexity problem. 

➢ To propose a novel MA-TRC-BGRN model for detecting available fake information behind the input tweet 

data with reduced complexity. 

➢ To validate the suggested model's performance, various metrics are examined, and the achieved performance 

is compared to other current approaches for proving the efficacy of the proposed work.  

The rest of the paper is organized as follows: Section 2 covers the relevant literature, Section 3 describes the proposed 

methodology for detecting fake news on the Twitter platform, Section 4 deals with the results and discussion of the 

proposed method with several existing methodologies, and Section 5 presents the conclusion of this work with an 



Journal of Information Systems Engineering and Management 
2024, 9(4) 

e-ISSN: 2468-4376 

  

https://www.jisem-journal.com/ Research Article  

 

 12 
 
Copyright © 2024 by Author/s and Licensed by JISEM. This is an open access article distributed under the Creative Commons Attribution License 

which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited. 

effective future scope. 

2. RELATED WORKS 

The news industry has shifted focus from traditional print media to online platforms like Twitter and Facebook in 

recent years. The proliferation of false information via social media is a global problem. Deep learning techniques 

can be used to address this issue. Combining a deep convolutional neural network with a bidirectional encoder, 

prototypical transformers (BERT) were first suggested by Kaliyar et al. (Kaliyar et al. 2021). BERT is a pre-trained 

model built on transformer encoders. It learns sentence meaning by masking random words and predicting them, 

which helps capture context in both directions. It can learn from plain, unlabeled text, but it needs huge training 

data, high computing power, and is costly because of its complexity. Using a deep learning technique called Long 

Short-Term Memory (LSTM) neural networks, Chauhan et al. (Chauhan & Palivela, 2021) developed a system to 

identify false news articles such as Crime, rumours, accidents, and humorous news are the target audience for this 

piece. In addition, word embedding was used for vector representation of documentary words using neural networks. 

The tokenization technique and the N-gram concept used here are used for feature extraction. In place of a neural 

network, LSTM employs cell blocks. Such cells include input, output, and a forget gate. The model's precision was 

increased by including stop words in pre-training data processing. Although it has various benefits, there are some 

drawbacks, such as complexity and unsuitability for online learning. It is critical in e-commerce apps to detect fake 

news online. 

Although several approaches present challenges in terms of processing speed, Zhang et al. (Zhang et al. 2023) 

proposed a new deep learning model based on rapid fake news detection for cyberphysical social services in 

cyberspace. A novel model based on a convolutional neural network was developed to solve this problem with the 

Chinese language being treated as objective, news being short text with keywords, and features being extracted by 

convolution to ensure processing speed and recognition capacity. Results are then evaluated using the data sets, 

which are the rumour and CHEF datasets that rapidly detect fake news through automatic classification. This method 

has the disadvantage of making it difficult to detect the location and orientation of fake news and requires a large 

number of training data sets. 

As social media usage increases rapidly, it leads to misinformation and disinformation for political, unfair, and 

financial reasons. Rastogi et al. (Rastogi et al. 2021) introduced a hybrid HyproBert method for automatically 

detecting fake news. Tokenization and word embedding are handled by DistilBERT in HyproBert. The spatial features 

are extracted by embedding, then sent to BiGRU to be paired with contextual information, and finally, the combined 

output of BiGRU and CapsNet is passed on to the self-attention layer to determine the spatial relationship between 

the features. Using the two data sets ISOT and FAKES, the results are evaluated. Because of the complex structure, 

training can be time-consuming, expensive, and difficult. 

The detection of fake information on social media was addressed by Yildirim and Gungor et al. (Yildirim, 2023), who 

presented a hybrid metaheuristic multi-threaded technique. It uses super-threads for concurrent monitoring and 

parallel search patterns, allows easy exploration of attribute combinations, and also allows software models to be 

easily implemented. For fraud detection, it employs a parallel hybrid optimization strategy. Three data sets 

containing information on COVID-19 and daily politics are used to conduct the review. However, the resulting 

system's performance is impacted by the local maxima problem inherent in the optimization approach. 

Ni et al. (Ni et al. 2021) presented a framework using a neural network model to spot bogus news in the 140-character 

tweets that were provided. In order to better understand the world from multiple perspectives, a novel multi-view 

attention network (MVAN) was created. As a result of attention models, the neural network was able to adequately 

take in signals and data from both the input source and the propagation structure. In addition, the mechanisms of 

attention are ensured that developed network was able to analyze keywords from entered messages and fraudulent 

users from the distribution system. Comparing the state-of-the-art with two distinct real-world datasets, such Twitter 

15 and Twitter 16,, the model achieved superior results. 

Hakak et al. (Hakak et al. 2021) used a new methodology based on machine learning. These previous investigations 

involved pre-processing, feature selection, and optimal classification. A decision tree, random forest, and extra-tree 

algorithms were used in this study to make precise classifications. The random search hyperparameter optimization 
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approach was used for parameter optimization to obtain good performance. On the Liar and ISOT datasets, the 

created model outperformed other techniques in terms of accuracy.  

The DL-based technique for detecting fake information in social media was defined by Ali et al. (Ali et al. 2022). The 

main components of this study are three. The first step was to extract features from message content and preprocess 

them using the Natural Language Processing (NLP) method, followed by word augmentation. employing N-gram, 

followed by the sequential DL (SDL) approach to extract hidden features, and lastly a multilayer perceptron to classify 

them. LIAR and ISOT gathered the dataset at around 12.8 K and 44.8 K, respectively.The experiment's accuracy was 

100% and its precision was 99.94%. Nonetheless, this approach is exclusively used for news content in English and 

cannot be used to handle image-based material. 

For Twitter fake news identification, Hamdi et al. (Hamdi et al., 2020) proposed a hybrid technique that makes use 

of user characteristics and graph embeddings. This current work employs a methodology that allows one to evaluate 

the statistical sources in relation to the reliability of Twitter. This approach makes use of node2vec to get the 

characteristics out of the Twitter follower's graph. This method starts by looking for an acceptable Twitter social 

graph, as seen in the embedded map. The search agent then collects the topics they tweeted about for each customer 

in the graph. Next, link each user's credibility to a static threshold to indicate whether or not a customer is an SOFN. 

A graph embedding operation removes the node function when the relevant graph is specified. This method fails to 

give accurate results for fake news prediction on Twitter. 

Zervopoulos et al. (Zervopoulos et al. 2020) developed a Hong Kong protest to detect fake news on Twitter using 

NLP. In this present work, the Chinese tweets, which are reserved alongside originally English tweets, are decoded 

into English from the relevant data set. The relevant tweets are determined through a language-independent 

screening process. Renowned ML algorithms are used to categorize the tweets characterized by a feature value vector 

from the removed, nominated and pre-processed datasets, largely revolving around linguistic usage, with word 

entropy being a new feature. However, this method is unsuitable for detecting other languages and only predicts the 

Chinese language in English tweets. 

Problem statement 

With the rapid expansion of social media platforms, the propagation of disinformation and fake news has become 

increasingly prevalent. Fake news can be disseminated in several forms: images, text, audio and video recordings. 

Nowadays, Twitter is becoming more popular because it aids users in sharing short messages termed as tweets with 

their followers, and this is considered a powerful platform for communication around the world. However, due to the 

large number of users, the sharing of fake news on Twitter is increasing, which has a high impact on society. In order 

to automatically detect fake news on the Twitter platform, it is necessary to develop an advanced technique. In recent 

years, several studies have developed varied approaches for detecting fake news on Twitter. Nevertheless, the existing 

techniques have faced several issues while detecting fake information because of their inefficiency. Learning 

hierarchical representation is critical for correctly recognizing fake information embedded in input tweets.However, 

the existing techniques failed to fetch the needed information, and hence the accuracy is limited. The overall 

performance suffers as a result of the ineffective usage of features in the absence of target class redundancy and 

increased internal similarity.Also, some of the existing techniques are unable to handle large amounts of information 

and lead to overfitting problems. In addition, the complex training process of the existing detection models generates 

higher computational complexity issues. Thus, to overcome the mentioned issues in the previous methods, the 

proposed study utilizes an MA-TRC-BGRN model for accurately detecting fake news on the Twitter platform. 

3. PROPOSED METHODOLOGY 

Detecting fake news on social media is a major research focus, as it helps reduce the harmful impact of 

misinformation. However, this task is challenging since it requires analyzing large amounts of information from 

online content. To address this, the present study introduces a new method for detecting fake news using the selected 

dataset. Figure 1 presents the block diagram of the proposed approach. 
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Figure 1: Block diagram of the proposed work 

Data gathering, feature extraction, feature selection, and fake news detection are the several phases of fake news 

detection. To enable reliable false news identification, a unique feature selection strategy is developed to address 

dimensionality difficulties, enabling greater classification accuracy with less time consumption. 

3.1 Pre-processing 

Data pre-processing is the process of changing raw data into a flawless data set. The text data needed to run the false 

news detection algorithm is initially taken from the Twitter EDA dataset. To eliminate undesired noise in the data 

and improve detection performance, the obtained data are pre-processed utilizing stop word removal, stemming, 

lemmatization, case folding, and irrelevant tag elimination (Nawaz et al., 2023).  

3.1.1 Stop word removal  

There are several advantages to eliminating the stop word. Firstly, it reduces storage overhead due to the reduction 

of large amounts of text data. Second, it reduces noise by removing stop words so the focus is turned on other 

important substances. Stop word removal also removes stray letters and coded characters. 

3.1.2  Stemming 

Stemming on of the technique that determines the unwanted concept of a word. It is employed to transform a word's 

form, thereby creating the fundamental concept that aligns with the structure of a refined morphology. Stemming 

involves removing suffixes such as "-s," "-ed," "-mis," "-ize," and "-de" from words. For example, words like 

"programs," "programming," and "programmer" can all be reduced to the common root "program." This technique 

helps to condense data entries within a network, decreasing both complexity and size. 

3.1.3 Lemmatization 

Lemmatization in linguistics refers to the process of consolidating the various forms of a word into a singular entity 

known as its base form or vocabulary form. This technique serves as a method of standardizing text within the realm 

of natural language processing. To remove the affixes from words, lemmatization employs both morphological and 

terminological analysis. For instance, the phrase "Building has floors" is simplified to "Buildings have floors." The 

stemming method is also faster than lemmatization, but the texts may end up using non-vocabulary and irrational 

words.  
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3.1.4 Case folding 

Case folding refers to a technique utilized on a sequence of characters that transforms recognized lowercase letters 

into uppercase letters. In the indexing procedure, the case folding method is employed to facilitate comparisons. For 

varying each character, transitioning to lowercase case folding is the most effective stage. Subsequently, characters 

are removed by discarding all unnecessary characters, specifically all elements other than lowercase letters (a-z). A 

notable instance of case folding is that the German lowercase letter 'ß' corresponds to 'ss'. 

3.1.5 Irrelevant tag deletion 

The process of eliminating irrelevant tags focuses on removing unnecessary tags from the text document. Common 

examples of such tags include HTML tags, PHP tags, JavaScript code, one-time commands, and style sheets. The 

procedure for deleting irrelevant tags will involve rearranging a series of new lines, followed by a shift towards 

acceptable tags. 

3.2 Feature Extraction 

Feature extraction transforms text into numerical features that can be analyzed while maintaining the statistical 

properties of the original dataset. To enhance classification accuracy, contextual text features are derived from the 

preprocessed data through the Normalization-Based Bidirectional Encoder Representations from Transformers 

(NoR_BeRT) model. 

3.2.1 BERT model 

The BERT architecture is composed of an embedding layer followed by multiple bidirectional transformer encoders. 

The embedding layer converts input text sequences into vector representations. Each transformer encoder then 

refines these vectors using a combination of multi-head self-attention and a feed-forward neural network, passing 

the outputs sequentially through the stack. The self-attention mechanism captures bidirectional contextual 

information from the text, while the feed-forward network extracts hierarchical features. To address issues such as 

exploding or vanishing gradients, both the self-attention and feed-forward components are equipped with residual 

connections and normalization layers. 

3.2.2 Feature Normalization  

Count-based features are taken as n-grams, but their values need normalization to avoid being influenced by text 

length. Classification accuracy drops when global weighting methods like TF-IDF or loss entropy are applied. These 

weighting schemes are less effective for fake news detection because repeated n-grams often carry useful signals, but 

their importance gets reduced by global normalization. The proposed study used the L2 norm for normalizing the 

features, where the L2 norm weighting system is used for the character bigram, which helps attain the usefulness of 

varied character sequences in the input text. The L2 norm normalization is generally utilized in text-processing tasks, 

including information retrieval, document clustering and text classification.  

The dual weighting system of a feature constrains values and has only dualconceivable values; if the n -gram is 

present in the text, it will be , otherwise, it will be . It is represented as, 

                                      




==

=

0,0

0,1

lrbifg

lrbifg

b

b                                        (1) 

    Where lrb is defined as the number of times that the term performs in text.  

After evaluating the weights of all character bigrams, the L2 norm is applied to normalize the weights. The L2 norm is 

dependent on the Euclidean distance for normalization: 

                                
=

==

t

b

b
B mmmm

1

2                                 (2)  

In the L2 norm weighting process, the character bigram's weight is evaluated as the square root of its vector count. This 

computation helps to maintain the corresponding importance of all character bigrams. For any vector representation, 
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the L2 norm unit represents m 1=m ,  denotes the vector's length. Therefore, the vector m  can be normalized as 
m

m

. The L2 norm frequency weighting system measures the feature vector representation of all data points to obtain the 

length of a unit norm. 

 

3.3 Feature selection 

 

It will take time and create a dimensional problem if all of the collected features are directly provided in the classification 

procedure. To reduce this problem, a feature selection phase is included in this work. The Dualistic Battle Royale 

Optimization (Du_BRO) algorithm is used to pick the best features from the extracted set, helping to solve the problem 

of high feature dimensions. 

 

3.3.1 Battle Royale Optimizer algorithm (BRO) 

 

Battle Royale games inspired the Battle Royale Optimizer algorithm. The major candidate solutions in the issue space 

are randomly distributed in the battle royale games. Subsequently, when each solution is related to its adjacent 

neighbour, the improved solution can be called an active search agent and the other a lazy search agent in terms of 

fitness value. The loss degree of each candidate solution is preserved as a parameter that can be increased after each loss 

in each candidate solution. If a solution is compromised repeatedly for a threshold duration of 3 to 6, depending on the 

problem, it will be solved and rearranged using the following equation (3), 

 

                        ( ) ttt

b

loss dhdhwhqm +−=+1
                         (3) 

 

According to the following equation (4), reordering will be effective if its loss level does not exceed the threshold, 
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Where q  is denoted as an arbitrarily produced amount based on uniform dissemination in the range  1,0  . The position 

of the impaired and finest solution is signified as tfinesttloss mandm ,,  in the dimension t . The inferior and superior 

confines of dimension in problem space are represented as tt whdh ,  

Each rearrangement starts over with the rival solution in order to get closer to the optimal solution, which is still a long 

way off. The main thing about this algorithm's search process is that the safe area in the problem gets smaller with each 

iteration as it moves toward the best solution by equation (5), 
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When the reaches the rate of   , the region shrinks down  .  has been modified by, 

                     
( )( )Maxcenterround

Maxcenter

10log
=                          (6) 

Where Maxcenter  denotes the maximum amount of generations. The main perception of the space constraints is to 

transfer the entire solution of the participants towards the best possible solution. To support elitism, the best solution 

is saved in each iteration. The problem space can be reduced using equation (7), 
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Where,the standard deviation of the entireinhabitants in dimension t  is signified as ( )tmRH . Table 1 represents the 

contingency table for bit evaluation. 

 

Table 1: Contingency table among two dualistic variables for bit evaluation. 

BIT 0 1 

0 00#of  01#of  

1 10#of  11#of  

 

3.3.2 Proposed approach: Dualistic Battle Royale Optimization algorithm (Du_BRO)  

 

In the Du_BRO algorithm, search agents start with random positions, spread evenly across the search space. Based on 

the fitness function which was specified in equation (8), the optimal features are nominated. 

 

                   ( )
d

c

K

K
f −+=  1                                    (8) 

 

Where, the error value is denoted as  ,  signifies the parameter that affects the data, the total amount of data 

obtained in the dataset is indicated as dK  and the total amount of data from the extracted features is represented as 

cK  . 

If the produced arbitrary amount is lesser than , the rate is allocated to a specifiedability , or else . The number of 

solutions is equivalent to the number of abilities. Every solution is a t -dimensional dualistic vector, 

                                                                              ( )btbbb mmmM ,,, 21 =                                     (9) 

 

In different problems, this vector can be interpreted differently; for example, in the Uncapacitated Facility Location 

Problem (UFLP), bsm  match up to the ths ability of the thb solution. Then, for the predetermined amount of iterations, 

this algorithm is reiterated, here iterMax is a set of Max-cut and UFLP problems. In every iteration, all search agent is 

compared with their adjacent neighbour. Fordualistic variables, the adjacent neighbour is determined based on the 

comparison measures related to the following equation (24); 

 

         ( )
10#01#00#

00#
,

ofofof

of
MMcom sb

++
=                (10) 

 

From the above equation, the number of bits is 11#10#,01#,00# ofandofofof correspondingly, which includes 

the values as "11","10","01","00" and in the dual neighbour solution. The variable 11#of , in equation (24), the 

amount of bits with the value  in each search agent, is unnoticed. The perception behind this problem is that in 

unbalanceddualistic variables, the amount is commonlybetter than 10#,01#,00# ofofof , and totalling it to the 

denominator of the equation (24)couldunreasonablylessen the comparison score.After that, when a search agent is 

related to its adjacent neighbour, the solution with superior fitness value, as determined by the fitness function, is good, 

and the other is phony. Du_BRO controls the active and lazy search agents using different approaches. A mutation job 

is permanently applied to the active search agent and must modify the currently active search agent's position in order 

to make it the last better active search agent. In the mutation task, only two arbitrarily selected bits of the active search 
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agent solution would be flipped.  

 

If the Du_BRO has not achieved the maximum amount of losses, it executes a crossover job on the lazy search agent 

solution. The crossover task has been employed in three different ways: single-point crossover, dual-point crossover, 

and uniform crossover. In the single point, dual point, and uniform crossover ways, the search agent solution is 

arbitrarily divided into dual, three, and t  portions. If the lazy search agent suffers the maximum number of losses, it 

will be re-spawned later as an important mutation task. The drowsy search agent is re-spawned in another permissible 

place of the searching space, just as it was throughout the searching process. This necessary mutation is dependent on 

the current iteration. Du_BRO reverses the   bits of the slow search agent solution from 01to , resulting in the equation 

(11) below. 

            ( )
iterM

iterC
dndn

−

−
−−= 1                        (11) 

Where the maximum iteration amount is denoted as iterM − , the current iteration amount is represented as iterC −

, and dn  signifies the number of dimensions bits in every solution. The core idea is that similar to the Battle Royale 

game, Du_BRO constrains the search agent's solution to find the best solution by decreasing the search space, where 

the solutions compete with each other. This task is repeated until either the maximum number of iterations is achieved 

or a valid solution is found. The 2-bit mutation is tested for the optimal solution after each solution modification for the 

Lazy Search Agent or Active Search Agent. If the optimal solution achieves a higher fitness value after the mutation job, 

it is modified; otherwise, it remains unchanged.Thus, the total amount of mutation tasks on the finest solution in the 

course of the entire algorithm would be aiterM − , where the amount of the entire solution is denoted as a . 

 

3.4 Detection 

 

The fake news can be detected effectively through a DL-based approach called the MA-TRC-BGRN model. Figure 2 

denotes the block diagram ofthe proposed MA-TRC-BGRN for detecting fake news on the Twitter platform. 
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Figure 2. Block diagram of MA-TRC-BGRN 

 

The proposed model is the combination of improved CNN and BiGRU networks. In comparison to the standard Bi-

directional Gated Recurrent Unit (BiGRU), Convolutional Bi-directional Gated Recurrent Unit (Conv-BiGRU), and 

Attention Convolutional Network (Attn-Conv), the proposed MA-TRC-BGRN is extremely effective.Because, along with 

the proposed model, multi-attention is used to attain rich feature information in this work.The input data is first 
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transmitted to the convolution layer, in which the meaningful features are learned, and the data from the convolution 

layers are fed to thetransposed residual blocks. By using this block, the computational cost is reduced because the 

parameters are limited. The outcome of residual blocks is then passed to the multi-attention network, which helps 

reduce the large dimensionality issues. The learned informationis then enteredinto the Bi-GRU layer. Finally, the 

softmax layer produces the output as fake or authentic news behind the input text data.However, the preceding schemes 

cannot include the transposed residual blocks for enhancing the convolution operation. Also, the existing method cannot 

incorporate the dual attention mechanism with BiGRU. Thus, the novelty of the proposed MA-TRC-BGRN model is 

enhanced as compared with other conventional methods. 

 

3.4.1 Convolutional Neural Network (CNN) 

 

In the computer vision field, CNN is widely used to fetch higher-level feature information and is supportable for several 

tasks like object detection, segmentation, intrusion detection, etc. The CNN approach is more effective at learning 

hierarchical representations from raw data and provides useful information. The CNN proceeds qTX  and revenues a 

feature map of which comprises the supreme standards of the features. For the mining of literal features, the classifier 

feats the convolution layers. By the performance of the convolution on the equivalent layer, every filter increases the 

feature vectors and makes the feature map for the succeeding layer. The first convolution layer receives a term bTX from 

qTX of a f -dimensional vector. Assume 
f

b MM  be the f -dimensional vector equivalent to bTX  and sbbM +:  is the 

concatenation of feature vectors sbb Mm +− . A tfMg  filter is smeared to a space of t  words, making a novel feature 

map bk which can be defined as: 

                 ( )1, −+= tbbb TXgfk                        (12) 

Where the bias is denoted as t , and the tangent non-linear function is signified as f . The filter makes a feature map k  

by the specified space of features, which is shown in the below equation as follows; 

                  bkkkk ,,, 21 =                          (13) 

Although CNN learns important feature information, the computational complexity issue is becoming a difficult 

problem. Thus, to avoid this issue, the proposed study introduced a transposed residual block for enhancing the 

computational efficiency by diminishing the parameters and computation. The major motive of the transposed residual 

block is performing point-wise and depth-wise convolution, which can mitigate the computation cost by limiting the 

parameters. The computation cost of the utilized depth-wise convolution operation is the addition of the evaluation 

number of deep convolution and 1*1 convolution. The mathematical expression of computation cost in depth-wise 

separable convolution is given as, 

                                              outoutoutinoutoutinc DNNDNNDLLD +=               (14) 

The evaluation of depth-wise separable parameters is specified as, 

outininc DDDLLP += 11                                        (15) 
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Where, ininin DNN   denotes the input feature size, outoutout DNN   represents the output feature size and 

LL   represents the convolutional kernel size. The evaluation of the computational cost ratio of new depth-wise 

convolution operation to conventional CNN is represented as, 

2

11

LDD

D
c

outalconvention

c

r +==                                                 (16) 

Where, the ratio of computational cost is represented as rc . 

The mathematical expression of the parameter cost ratio of new depth-wise separable convolution to conventional 

CNN is mentioned as, 

2

11

LDP

P
p

outalconvention

c

r +==                                                  (17) 

From Equations (16) and (17), the significance of depth separable convolution is exhibited by varying the 

multiplication process into multiplication and addition processes. Thus, it can diminish the parameters and cost of 

computation. Because of the computational characteristics of depth-wise convolution, it cannot swap the number of 

channels individually. Thus, 1*1 point-wise convolution is included before applyingdepth-wise convolution in a 

transposed residual block. Through the point-wise convolution mechanism, the dimension gets increased, which 

leads to attaining better features from a higher dimensional space and aids in promoting network efficiency. The 

module's input channel is represented as inputD , the amount of output channels after applying point convolution is 

specified as inputDn and the expansion factor is signified as m . After diminishing the dimension, the significant 

features can be focussed on the channel. Then, the linear activation function is used after reducing the dimension. 

Figure 3 shows the structure of the transposed residual module. 

1*1 Point wise 

convolution

1*1 Depth wise 

convolution

1*1 Point wise 

convolution

+

ReLU ReLU Linear

 

Figure 3 Transposed residual module 

3.4.2 Multi-attention layer (MA) 

The multi-attention module needs to make the thl area in the explosion specified an in-between feature map

TGLd NX  as input ( )1−= dd XCNNX  and also the final concealed state of sentence LSTM 
Hl

sent Ne −1
, here the 

dimension of the concealed state is H . Estimate the weight of the channel attention by the below equation (18); 

( )dl
sentk

d XeI ,1−=                             (18) 

Where, the channel attention function is represented as kI . Next, estimate spatial attention weight 
d  by the 

below equation (19); 

( )( )dd
k

l
sentp

d XIeI  ,,1−=                            (19) 
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Where, the spatial attention function is denoted as pI . Next, with the channel attention weights d and spatial 

attention weights 
d , estimate the refined feature map dM  based on 

ddd Xand , ; 

( )dddd MyM  ,,=                            (20) 

Where, the linear weighting function is denoted as ( )y  , that applies the element-wise multiplication. Figure 4 

shows the structure of the multi-attention layer. 

Initial maps Channel 

weights
Spatial weights

Channel  

attention 
Spatial 

attention 
Weighted maps

 

Figure 4: Block diagram of Multi-Attention layer 

3.4.3 Bidirectional-Gated Recurrent Unit (Bi-GRU) network 

The Gated Recurrent Unit (GRU) neural network is a spherical network architecture that generates current output 

statistics depending on current input data and previous output statistics. As a result, the output statistics of the GRU 

neural network at each moment in time are dependent on previous information. As a result, its chain aspect is directly 

tied to the problem of sequential labelling.  

The procedure of producing a linear sum is similar to that of an LSTM cell under the previously calculated and 

existing parameters. However, the GRU lacks technologies that allow it to view the full state at any time in order to 

control the level of coverage of its state. The GRU's clever equation is as follows: 

 ( )llil megi ,1−=                               (21) 

 ( )
llql megq ,1−=                               (22) 

 ( )lll meqgee ,tan~
11 −=                         (23) 

   ( ) lllll eieie +−= −11                             (24) 

Where g  is the parameter matrix, m  denotes the input vector, the output vector is signified as e  , i  is the update 

gate state, and the reset gate state is represented as q  , correspondingly. In addition, el  is a weight matrix, indicating 

that the current state and past input are used to activate the competitor. Finally, the outcome of the secret unit 

includes both the updated and the original material.   stands for the activation function with a value between 10 to

. Nodes in a neural network are either ignored or activated by activation functions, depending on the importance of 

the data they have received. 

The next step, following the Bi-GRU neural network feature extraction, is data categorization. This technique uses a 

softmax activation function to process the result value. The softmax activation function was then implemented at the 

output layers to determine the final classification decision. Here is the deceptive equation: 

( )mvunQ v == maxarg                          (25) 

( )

 =

=
F

f
l

l
v

output

output
Q

1

exp
maxarg                            (26) 

Where the class label is indicated as k , um,  are the sample feature and the label variable, F  is the total amount of 
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classes, and the output of every layer is loutput . Since there is a chance, it is clear that softmax classification is a 

classification result. The end result of Softmax is the chance that some data can be recognized as each class in the current 

data, as well as the overall chance of the classification result for a subset of the data. 

 

When making the neural network model, it's important to reflect on whether or not the data is overfitting. Regularization 

is used in this product to get rid of data overfitting. To describe the difficulty of the model, a new pointer is added to the 

loss function. Here, L1 and L2 are the two regular expressions. 

+=
g

g
a

LL


01               (27) 

+=
g

g
a

LL 2

0
2

2


                        (28) 

Where the complexity of the model is designated as   2gg ,  is the ratio of the model's difficulty loss in the entire 

loss, and the loss function is indicated as 0L . Nonetheless, in the regularization method, the basic concept is to control 

the size of the weights and eliminate the faulty acting weight parameters so that the model does not arbitrarily suit the 

incorrect feature statistics. The weight is condensed 0  by a constant while utilizing L1 regularity, and L2 is condensed by 

an amount relational to g . Although the proposed model has a higher learning ability, the loss function in the network 

can impact the classification performance. Here, the mentioned loss in Equations (27) and (28) is minimized by fine-

tuning the parameters of the network model using the FHO approach. The proposed detection model's hyperparameters 

are as follows: total epoch 300, batch sizes 32, learning rate 0.001, kernel size 3, convolutional filters 128, activation 

softmax and GRU hidden units 128.FHO is one of the meta-heuristic optimization approachesinspired by the behaviour 

of black kites, whistling kites and brown falcons. This optimization approach reduces the losses in the network based on 

the following fitness calculation. 

 21 LLMinFitness +=                              (29) 

In each iteration, the fitness value is calculated, and the best iteration is selected by attaining a reduced loss value. 

Initially, the parameters in the network are initialized in the FHO approach for analyzing the initial positions of vectors 

in the search space. The position updation of search agents for attaining optimal parameter values in FHO is represented 

as, 

( ) mhSArandArandSASA near

new ,.......2,1,2111 =−+=                  (30) 

Where, 
newSA1  mentions the current position vector of thh  search agent, A  represents the global best solution in the 

specific search space, nearSA  specifies another search agent and 
1rand  and 

2rand represents the random numbers that 

are uniformly distributed in the range of 0 to 1. Thus, based on Equation (44), the parameters are fine-tuned in the 

proposed network model using the FHO approach. Thus, the proposed study effectively detects fake news from the 

inputs through a novel MA-TRC-BGRN model. 

 

4. RESULTS AND DISCUSSION 

 

This section presents the results and analysis of the proposed technique. Here, the simulation is performed using the 

Python tool. The input data are taken from the Twitter EDA dataset and the FakeNewsNet dataset. These two datasets 

involve tweets in text format. The EDA is also called data exploration; EDA is a phase in the data analysis process, and 

several methods are enhanced to utilize and understand the dataset.This dataset is highly concentrated on Twitter and 

contains several tweets attained from the Twitter platform. The Twitter EDA dataset is widely used by researchers, 

analysts and data scientists to explore and detect several aspects of Twitter activities. In this work, the Twitter EDA 

dataset is gathered from the Kaggle repository, and it involves a total 7613 number of data,of which 4567 data are used 

for training and 3046 data are used for testing. On the other hand, the FakeNewsNet dataset is attained from Github, 

which involves a total 22140 number of samples in which 13284 data are used for training and 8856 for testing.This 
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FakeNewsNet dataset is developed to support researchers' interest in analyzing fake information on social media 

platforms. Because of the large number of input samples, this dataset is widely used to prove the effectiveness of 

developed detection models. For training and testing purposes, the datasets are split into a 60:40 ratio. Also, the classes 

involved in these two datasets are real and fake, which aids in performing binary classification. The proposed method 

was experimentally analyzed by validating the performance parameters that are discussed below. 

 

4.1 Evaluation metrics 

 

The proposed technique considers the following performance metrics: accuracy, precision, recall, F1 score, Kappa, MAE, 

MSE, and RMSE. 

 

❖ Accuracy: Accuracy is the degree to which the observed object value closely matches the actual object value. 

The precision equation is shown below. 

( )
( )FNFPTNTP

TNTP
Accuracy

+++

+
=                         (31) 

❖ Precision: Precision is defined as the degree to which frequent dimensions in identical conditions show 

identical results. The equation to evaluate precision is given below: 

( )FPTP

TP
ecision

+
=Pr                            (32) 

❖ Recall: Recall is defined as the proportion of correctly identified positive samples relative to the total number 

of positive models. It is derived using the following equations, 

( )FNTP

TP
call

+
=Re                            (33) 

❖ F1 Score: The F1 Score is defined as the choral mean of a system's precision and recall values. It can be 

evaluated by the subsequent equation: 

                                                          
( )
( )ecisioncall

ecisioncall
ScoreF

PrRe

PrRe
21

+


=                        (34) 

❖ Kappa: Kappa is defined as a relationship to measure the unity of two or more types of outcomes using two or 

more approaches. It is expressed mathematically in the following equation, 

     
chance

chanceobserved

P

QQ

−

−
=

1
                             (35) 

❖ MAE: Mean Absolute Error (MAE) is obtained by finding the mean of the sum of total variation among the 

detected value and exact value.  


−

−=

m

i

bb
m

MAE

1

ˆ1
                             (36) 

❖ MSE: The mean square error (MSE) is a measure of the error squares, which is the squared difference between 

the expected and actual values. It is mathematically represented by the following equation. 

( )
=

−=

m

i

ii bb
m

MSE

1

2ˆ1

 (37) 

 

❖ RMSE: Root Mean Square Error (RMSE) can be defined as a measure of the difference between the scores 

detected by a model and the exact values. RMSE is mathematically expressed in the following equation. 

 

2

1

ˆ1

=

−=

m

i

bb
m

RMSE                    (38) 

Here, the exact value is denoted as band b̂  and  gives the attained value and m gives the number of samples for 
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evaluation. Denotes the True Negative value, TP specifies the True Positive value, FP represents the False Positive 

value and FN  gives the False Negative value. 

4.2 Performance and Comparison Analysis 

Using the Twitter EDA dataset and the Fake News Net dataset, this section discusses the results and analysis of the 

proposed method, as well as a comparison of the proposed technique with existing techniques. Additionally, the 

proposed model is contrasted to existing techniques such as BiGru (Bidirectional Gated Recurrent Unit), Attn-Conv 

(Attention Convolutional) and Conv-BiGru (Convolutional Bidirectional Gated Recurrent Unit). 

➢ Twitter EDA dataset: Figure 5 compares the suggested method's training and testing accuracy arcs by 

altering the epoch values. 

 

Figure 5 Training and testing accuracy 

 

Figure 6: Training and testing loss 

This figure shows that accuracy increases when the epoch value is close to zero and reaches the peak of training and 

testing accuracy of more than 0.90% when the epoch value is just above 50. After that, the accuracy curve remains 

stable values for the subsequent epoch. At higher epoch values, the proposed method shows higher accuracy for 

training and testing. Figure 6 shows the training and testing loss arcs of the proposed method by varying the epoch 

values.  

This figure shows that the loss begins to decrease when the epoch value is just above zero and reaches the bottom of 

training and testing loss of less than 0.05% when the epoch value is just above 50. After that, the loss curve for success 
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remains stable epoch values. For higher epoch values, the proposed method shows minimal losses for training and 

testing. Figure 7 compares the proposed method's accuracy to existing approaches by altering the learning rate. 

 

Figure 7: Accuracy comparison of proposed with existing works by varied learning rates. 

Figure 7 shows the accuracy comparison of the suggested work with the present method when the learning rate is 

varied. When the learning rate is more than 0.001, the suggested method's accuracy is greater than 0.91%, BIGRU's 

accuracy is less than 0.85%, Conv-BIGRU's accuracy is less than 0.86%, and Attn-Conv's accuracy is less than 0.89%. 

By altering the epoch values, it is demonstrated that the suggested method has a greater accuracy value than the 

existing method.  

Figure 8 depicts a comparison of the proposed method's accuracy with existing approaches by altering the batch size. 

When the batch size is 256, the suggested method's accuracy is better than 98%, BIGRU's accuracy is less than 93%, 

Conv-BIGRU's accuracy is less than 95%, and Attn-Conv's accuracy is less than 98%. As a result, it is demonstrated 

that the proposed approach's accuracy is worse when compared to the existing method by adjusting the batch size. 

 

Figure 8: Accuracy comparison of proposed with existing worksby varied batch size. 
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Figure 9: Accuracy comparison of proposed with existing works 

Figure 9 compares the proposed method's accuracy to existing approaches such as BiGRU, Conv-BiGRU, and Attn-

Conv. According to this graph, the proposed technique has an accuracy value of 0.996%, BiGRU has an accuracy 

value of 0.916%, Conv-BiGRU has an accuracy value of 0.898%, and Attn-Conv has an accuracy value of 0.877%. As 

a result, it is demonstrated that the proposed method has a greater accuracy value than the existing method. Figure 

10 depicts a precision comparison between the proposed method and the existing methods. 

 

Figure 10: Precision comparison of proposed with existing works 

Figure 10 shows how well the suggested method works compared to other methods like BiGru, Conv-BiGru, and Attn-

Conv. The suggested method has a precision value of 0.996%, BiGru gets a precision value of 0.915%, Conv-BiGru 

gets a precision value of 0.896%, and Attn-Conv gets a precision value of 0.874%. Because of this, it has been shown 

that the proposed method is more accurate than the current way. Figure 11 shows how the proposed method 

compareswith existing methods in terms of recall. 
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Figure 11: Recall comparison of proposed with existing works 

Figure 11 shows the recall comparison of the proposed method with existing methods like BiGru, Conv-BiGru, and 

Attn-Conv. From this figure, it is derived that the recall value of the proposed method is 0.996%, BiGru achieves a 

recall value of 0.914%, the recall of Conv-BiGru is 0.894%, and Attn-Conv achieves a recall value of 0.875%. Thus, it 

is demonstrated that the proposed technique has a higher recall value than the existing method. Figure 12 compares 

the F1 score of the proposed technique to that of the existing methods. 

 

Figure 12: F1 Score comparison of proposed with existing works 

The above figure signifies the F1 Score comparison of the proposed method with existing methods like BiGru, Conv-

BiGru, and Attn-Conv. From this figure, it is inferred that the F1 Score value of the proposed method is 0.996%, 

BiGru attains an F1 Score value of 0.914%, the F1 Score of Conv-BiGru is 0.895%, and Attn-Conv gains 0.875% F1 

Score. Therefore, it has been demonstrated that the suggested approach's F1 Score value is greater than the one used 

in the current method. The comparison of the proposed approach's Kappa coefficient with the existing methods is 

shown in Figure 13. 
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Figure 13: Kappa coefficient comparison of proposed with existing works 

The proposed method's Kappa comparison with other approaches, such as BiGru, Conv-BiGru, and Attn-Conv, is 

shown in Figure 13. This figure indicates that the suggested method's Kappa value is 0.993%, BiGru achieves 0.829%, 

Conv-BiGru's Kappa is 0.791%, and Attn-Conv earns 0.750% Kappa. Therefore, it has been demonstrated that the 

suggested method's Kappa value is larger than the present method's. The MAE comparison between the proposed 

method and the existing methods is shown in Figure 14. 

 

Figure 14: MAE comparison of proposed with existing works 

The proposed method's MAE comparison with other approaches, such as BiGru, Conv-BiGru, and Attn-Conv, is 

displayed in the above figure. This statistic suggests that the MAE of the suggested approach is 0.003% that of BiGru 

is 0.083%, that of Conv-BiGru is 0.101%, and that of Attn-Conv is 0.122% MAE. Therefore, it is demonstrated that, 

in comparison to the current approach, the MAE value of the suggested method is small. The MSE comparison 

between the proposed and existing methods is shown in Figure 15. 
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Figure 15: MSE comparison of proposed with existing works 

The suggested method's MSE comparison with other approaches, such as BiGru, Conv-BiGru, and Attn-Conv, is 

shown in Figure 15. This figure suggests that the MSE of the suggested approach is 0.0032%, that of BiGru is 

0.0833%, that of Conv-BiGru is 0.1017%, and that of Attn-Conv is 0.12% MSE. Therefore, it is demonstrated that, in 

comparison to the current method, the MSE value of the suggested method is negligible.  

The suggested method's RMSE comparison with other approaches, such as BiGru, Conv-BiGru, and Attn-Conv, is 

shown in Figure 16. Based on this figure, can deduce that the suggested method's RMSE value is 0.057%, BiGru's 

RMSE value is 0.288%, Conv-BiGru's RMSE is 0.31%, and Attn-Conv gains 0.349% RMSE. Thus, it is demonstrated 

that, in comparison to the current method, the RMSE value of the suggested method is small. 

 

Figure 16: RMSE comparison of proposed with existing works 
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Figure 17: Ablation study of the proposed method by varied accuracy. 

Figure 17 shows the ablation study of the proposed method with varied accuracy. The ablation was carried out in five 

distinct modules, namely modules 1, 2, 3, 4, and 5, as part of the proposed study. In this, module 1 represents the 

performance of the proposed method without using the pre-processing stage, module 2 is obtained by neglecting the 

weight parameters, module 3 exhibits the outcome of the proposed model by using only stemming and stop word 

removal, and module 4 illustrates that without using an optimization algorithm, module 5 demonstrated as without 

using feature extraction. The accuracy of module 1 is 93%, module 2 is 95.1%, module 3 is 94%, module 4 is 97.5% 

and module 5 is 98.2%.Thus, by comparing with all modules, the proposed study attains a better accuracy of 99%. 

This analysis proves the efficacy of each stage used in this proposed work. 

➢ Fake NewsNet dataset: Figure 18 shows the comparison of training and testing accuracy arcs of the 

proposed method by varying the epoch values. 

 

Figure 18: Training and testing accuracy 

Figure shows the training and testing accuracy of the proposed method for changed epoch values. This figure shows 

that accuracy increases when the epoch value is close to zero and reaches the peak of training and testing accuracy of 

more than 0.91% when the epoch value is just above 50. After that, the accuracy curve remains stable values for the 

subsequent epoch. At higher epoch values, the proposed method shows higher accuracy for training and testing.  

Figure 19 shows the training and testing loss of the proposed method for varying epoch values. This figure shows that 

the loss begins to decrease when the epoch value is just above zero and reaches the bottom of training and testing 

loss of less than 0.04% when the epoch value is just above 50. After that, the loss curve for success remains stable 
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epoch values. For higher epoch values, the proposed method shows minimal losses for training and testing. 

 

Figure 19: Training and testing loss 

 

Figure 20: Accuracy comparison of proposed with existing works by varied learning rates. 

By adjusting the learning rates, Figure 20 compares the accuracy of the proposed model with other existing methods 

by varying the learning rates. When the learning rate exceeds 0.001, the accuracy of the suggested approach is higher 

than 0.92%, BIGRU achieves an accuracy value lower than 0.85%, Conv-BIGRU achieves an accuracy value lower 

than 0.87%, and Attn-Conv achieves an accuracy value lower than 0.89%. Therefore, by adjusting the learning rate, 

it is demonstrated that the accuracy value of the suggested approach is higher than that of the current method. Figure 

21 compares the accuracy of proposed and existing methods by varying batch sizes by altering the batch size. 
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Figure 21: Accuracy comparison of proposed with existing works by varied batch size. 

At 256 batches, the accuracy of the suggested technique is more than 99%, the accuracy of BIGRU is less than 93%, 

the accuracy of Conv-BIGRU is less than 97%, and the accuracy of Attn-Conv is less than 98%. Therefore, by adjusting 

the batch size, it is demonstrated that the accuracy value of the suggested approach is higher than that of the current 

method. The accuracy comparison between the suggested approach and the current methods is displayed in Figure 

22. 

 

Figure 22: Accuracy comparison of proposed with existing works 

The accuracy comparison between the proposed and existing methods,such as BiGru, Conv-BiGru, and Attn-Conv, 

is shown in Figure 22. This figure suggests that the accuracy value of the suggested approach is 0.997%, that of BiGru 

is 0.944%, that of Conv-BiGru is 0.925%, and that of Attn-Conv is 0.921%. Therefore, it has been demonstrated that 

the accuracy value of the suggested approach is more than that of the current method. The precision comparison 

between the proposed and existing methods is shown in Figure 23. 
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Figure 23: Precision comparison of proposed with existing works 

This figure suggests that the precision value of the suggested technique is 0.997%, BiGru achieves 0.922%, Conv-

BiGru achieves 0.897%, and Attn-Conv achieves 0.890% precision. Therefore, it has been demonstrated that the 

suggested method's precision value is higher than the existing method's.  

Figure 24 compares the proposed method's recall to existing approaches such as BiGru, Conv-BiGru, and Attn-Conv. 

According to this graph, the proposed technique has a recall value of 0.994%, BiGru has a recall value of 0.923%, 

Conv-BiGru has a recall value of 0.894%, and Attn-Conv has a recall value of 0.888%. As a result, it is demonstrated 

that the proposed method has a higher recall value than the present method. 

 

Figure 24: Recall comparison of proposed with existing works 
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Figure 25: F1 Score comparison of proposed with existing works 

Figure 25 depicts the suggested method's F1 Score comparison with existing approaches such as BiGru, Conv-BiGru, 

and Attn-Conv. According to this graph, the proposed approach has an F1 Score of 0.995%, BiGru has an F1 Score of 

0.922%, Conv-BiGru has an F1 Score of 0.897%, and Attn-Conv has an F1 Score of 0.889%. As a result, it is 

demonstrated that the proposed method has a higher F1 Score value than the present method. Figure 26 depicts a 

comparison of the proposed approach's Kappa coefficient with the existing methods. 

 

Figure 26: Kappa coefficient comparison of proposed with existing works 

The Kappa comparison of the suggested method with known methods such as BiGru, Conv-BiGru, and Attn-Conv is 

shown in Figure 26 According to this figure, the proposed technique has a Kappa of 0.991%, BiGru has a Kappa of 

0.845%, Conv-BiGru has a Kappa of 0.792%, and Attn-Conv has a Kappa of 0.779%. As a result, it is demonstrated 

that the proposed method has a greater Kappa value than the present method. The MAE comparison of the proposed 

method with the existing methods is depicted in Figure 27. 
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Figure 27: MAE comparison of proposed with existing works 

The MAE comparison of the proposed method with known methods such as BiGru, Conv-BiGru, and Attn-Conv is 

shown in Figure 27. According to this graph, the proposed technique has an MAE of 0.002%, BiGru has an MAE of 

0.055%, Conv-BiGru has an MAE of 0.074%, and Attn-Conv has an MAE of 0.078%. As a result, it is demonstrated 

that the proposed method has a lower MAE value than the present method. Figure 28 depicts the MSE comparison 

between the proposed approach and the existing method. 

 

Figure 28: MSE comparison of proposed with existing works 

The MSE comparison of the proposed method with known methods such as BiGru, Conv-BiGru, and Attn-Conv is 

shown in Figure 28. According to this figure, the proposed technique has an MSE of 0.0029%, BiGru has an MSE of 

0.055%, Conv-BiGru has an MSE of 0.074%, and Attn-Conv has an MSE of 0.0788%. As a result, it is demonstrated 

that the proposed method has a lower MSE value than the present method. Figure 29 depicts the RMSE comparison 

between the proposed and existing methods. 

Figure 29 compares the proposed method's RMSE to existing approaches such as BiGru, Conv-BiGru, and Attn-Conv. 

According to this figure, the proposed approach has an RMSE of 0.054%, BiGru has an RMSE of 0.235%, Conv-BiGru 

has an RMSE of 0.272%, and Attn-Conv has an RMSE of 0.280%. As a result, it is demonstrated that the proposed 

method has the lowest RMSE value when compared to the existing method. 
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Figure 29: RMSE comparison of proposed with existing works 

 

Figure 30: Ablation study of the proposed method by varied accuracy. 

The ablation study analysis of the proposed work using the FakeNewsNet dataset is shown in Figure 30. By 

conducting an ablation study analysis, the strength of each stage that developed in this work is justified. Here, the 

ablation study is performed by five different modules: module 1, module 2, module 3, module 4 and module 5. Module 

1 shows the accuracy results without the presence of pre-processing methods. Module 2 illustrates the results by 

neglecting the multi-attention mechanism. Module 3 shows the accuracy results without the utilization of the BiGRU 

network in the proposed model. Module 4 portrays the accuracy value without using NoR-BERT-based feature 

extraction method, and module 5 shows the accuracy value without fine-tuning the parameters. In the FakeNewsNet 

dataset, the attained accuracy of module 1 is 92%, module 2 is 95.3%, module 3 is 95%, module 4 is 97.4%, module 5 

is 97.1%, and the proposed method achieved an accuracy of 99.1% in the ablation study. The inclusion of stages in 

the proposed work provides better accuracy. However, neglecting the use of pre-processing, feature extraction, multi-

attention, BiGRU and fine-tuning process in the proposed study highly impacts the accuracy performance. Thus, the 

ablation results clearly justified the need for each stage developed in this study. 

5. CONCLUSION 

In this paper, a new Multi-attention assisted Convolutional Bi-GRU network is proposed for detecting fake news on 

the Twitter platform. Initially, pre-processing is done with the aid of effective NLP methods, which helps to reduce 

the unwanted irrelevant information. Then, the pre-processed data is given to the NoR_BeRT model to achieve best 

classification accuracy. Next, the optimal features are selected using the Du_BRO algorithm after going through the 
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feature dimensionality issues. The MA-TRC-BGRN model is utilized to detect fake news from the Twitter platform. 

Twitter EDA dataset provides lower optimization for MSE of 0.0032%, RMSE of 0.057%, and MAE of 0.003% and 

gains higher optimization for F1 Score of 0.9966%, accuracy of 0.99671%, and precision of 0.9967%. By usingthe fake 

news net dataset,the reduced error values are attained in terms of MSE of 0.029%, RMSE of 0.054%, and MAE of 

0.002% and gains higher optimization for F1 Score of 0.995%, accuracy of 0.997%, and precision of 0.997%. The 

entire implementation of the work will be carried out in the Python platform. Finally, the model has been evaluated 

using the hybrid deep learning methodologies to prove its efficacy over the other existing models.However, the 

proposed study only detectsthe available fake news from Twitter platforms,and hence, this issue will be solved in the 

future by considering several social media platforms to further prove the efficiency of the proposed work. Also, the 

proposed study only considers text data for analyzing fake news so that complementary information is not attained, 

and this limitation will be resolved in the future by including image data along with the text to enhance the robustness 

of the proposed work. In future work, to gain a better outcome of estimation results, altered linguistics of social media 

platforms such as Greek, French, and Arabic will be considered. Also, in future studies, the work will be extended 

into real-time analysis. 
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